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ANOTACIJA
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darbs, Valmiera: Vidzemes augstskola, 2024.- 169 Ipp., 2 tabulas, 9 attéli, 2 pielikumi.
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Strauja un visaptverosa digitalo tehnologiju attistiba ne tikai ietekmé cilvéku dzivesveida
izvéles, bet arT liela méra nosaka sabiedribu un ekonomiku attistibu. Sabiedribu var raksturot
ka kompleksu sociotehnisku sist€mu, un lidz ar to sabiedribas modelis vienmeér biis heterogéns
un stohastisks, un ta rezultati — griuti paredzami. Lai p&tnieciba pielietotu imitaciju
model&sanas metodes un analiz€tu $adas sistémas funkcion&Sanu, nepiecieSams sadalits un
heterogéns modelis. Tomér $ada modela izveide ir sarezgita, jo trikst pieejamu un lietosana
vienkar$u tehnologiju, lai nodro$inatu komunikaciju starp vairakiem at$kirigiem modeliem,
kas taja pasa laika modelétajam neprasa biitiskus darba laika ieguldijumus vai specifiskas
programmatiiras izstrades zinaSanas. Promocijas darba meérkis ir nodroSinat iesp€jas
modelétajiem bez specifiskam zinaSanam un prasmém programmesanas inZenierija, konstruét
sadalitus un heterogénus imitacijas modelus, balstoties uz atvertas un vienkarSotas
komunikaciju vides konceptualu ietvaru. Promocijas darba ir aplukota VienkarSotas
komunikacijas vides (turpmak teksta ECE - Easy Communication Environment) arhitektiira
un funkcionalitate. ECE ir izstradata un validéta ilgaka laika perioda, mainot izmantotas
tehnologijas, bet vienmér saglabajot nemainigu ideju par tadas komunikacijas vides izstradi,
kas nodroSinatu sadalitu un heterogénu imitaciju modelu izveidoSanu un savietojamibu.
Promocijas darba rezultati biis noderigi ka pétniekiem, ta dazadu jomu profesionaliem, kas

nodarbojas ar sadalitu imitacijas modelu un datu apstrades sistému projektesanu.



ABSTRACT

Author: Artis Aizstrauts

Scientific supervisor: Profesor, Dr. sc.ing. Egils Ginters

An Easy Communication Implementation of Heterogeneous and Distributed Simulation
Models. — Doctoral thesis, Valmiera: Vidzemes University of Applied Sciences, 2024.- 169 p.,
2 tables, 9 figures, 2 appendices.
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The rapid and pervasive development of digital technologies not only affects but determines
the life of society and the economy, as well as changing our living models. Today, society can
be described as a complex socio-technical system, the model of which is heterogeneous,
stochastic, and the results are therefore difficult to predict. To simulate the functioning of such
a system, a distributed and heterogeneous model is needed. However, the designing of such
simulation models is difficult due to the lack of easy-to-use communication tools and
mechanisms that are not laborious and do not require specific software engineering knowledge
from the modeler. The aim of the doctoral thesis is to provide opportunities for modelers
without specific knowledge and skills in programming engineering to construct distributed and
heterogeneous simulation models based on the conceptual framework of an open and
simplified communication environment. The thesis dealt with the Easy Communication
Environment (ECE) architecture and functionality that has been developed and validated over
time, changing implementation stack but keeping the basic idea of designing a communication
and data exchange environment unchanged, to ensure that distributed and heterogeneous
simulation models can be easily developed, and interoperability can be achieved. The results
of the thesis are useful for both researchers and professionals in various fields who design
distributed simulation models and data processing systems.



SATURS

SATSINATUMI....eevvieeitieiieeteeeie et ete et e et e et e ssteeteeetaeesseesabeesseeesseenseessseeseesnseenseeenseensaeesseenseennsens 6
1.  Promocijas darba vispargjs rakSturojums..........ccceecveeeriieeiiieeiieeeciee e eree e e 7
1.1.  Zinatnes nozare un apakSNOZATE ...........cccueeerireerveeerreeesreeeereessseeeesseeessseeessseeesseeens 7
1.2, TEmAs aKTUAIEATE ....eoveeeiiiieiieieieeeesee ettt 7
1.3.  Petfjuma priekSmets un ObJEKLS ........cceevuiiiiieiieiiieiecie e 9
1.4, PEtTJUMA JAULAJUINS ... ueeeeiiieeiieeeiieeeteeeeteeesteeeseteeessaeesseseesssseesssaeesseaesssesessseeensseens 10
1.5, HIPOIEZE ..ottt ettt et e et e e et e e e tae e e baeeearaeeeaaeennreeanns 10
1.6.  Promocijas darba merkis un UZdeVUmI ............cecuevuieriirieniiniinieneeieseeee e 10
1.7 Zin@tniSKA NOVITALE ......eeuiriiiriieieeiesteeie ettt sttt e 10
1.8, PAMALA T8ZES .. eeeuieeeiiiiiiieeeiie ettt et 11
1.9.  Darba struktlira Un apjOmmS ......cc.eerueeeiuieriieeieesiie et este et siee et e siee et e seeeeseesaeeenseenees 11
2. Darba aprobacija un publikAcCI]as..........cccueriieiieriieiieeie ettt 12
2.1, PIOJEKEI ettt et ettt et e e b e e raeesaenaaeen 12
2.2, KONTEIENCES ...ueeiiiieiiieeiieeiee ettt ettt et ettt e bt e et e e seeeseenaeaens 12
2.3, PUDIKACIIAS ..ottt ettt et saaeeas 13
3. Promocijas darba reZultati.........c.cceooiieeiiiieiiieeiiie e 15
3.1.  VienkarSotas komunikacijas risinadjuma attistibas poSmi..........ccceevevveercveeerveeennnnen. 15
3.2.  Vairakslanu vienkarSotas komunikacijas vides strukturals modelis ...............c....... 20
3.3, Funkcionalitates apraksts ...........ccccuieriieriieiieniieiieeie ettt e 26
3.4, Lietojums Un diSKUSTJ@ ....cueieiiiiiiiiieiiie ettt vee e e s 27
4. SECINAJUMIL...uviieiiiieeeiiieeeteeeeteeeetteeeetteeeteeeeteeesseeesssaeessseeessseeansseeansseeanssaeassseesssesensseeensses 32
PateicTbas Un apli€CINAJUMI........ceouiiiiiiiieeiieiieete ettt et te et e b e siteebeeseeeebeesneaens 33
LAteratliras SATAKSES ....c...eruiiieriiitieierit ettt sttt ettt 34

A. Pielikums. VienkarSotas komunikacijas vides (ECE) funkcionalitates BPMN2
QIAGTAININA. ...eevieeiieeciee ettt et et e et e e et e e etaeeessaeeesaeeansseeassseeessseesssseeesseeessseeensseesnsseennns 38

B. Pielikums. Piekritigas publIKACTIaS......cccuieruieriieiieiiieiiecie et 41



SAISINAJUMI

ABM -
ALSP -
AMQP -
API -
CLD -
CORBA -
DDS -
DIS =
EC2 -
ECE -

FIPA —
FOM —
HLA —
HTTP —
IoT -

ISO OSI 7498 —

JSON -
LCM -
MI -
MQTT -
ORB -
QoS -
ROS -
SOA -

Uz agentiem balstits modelis (Agent Based Model)
Aggregate Level Simulation Protocol

Advanced Message Queuing Protocol

Application Programming Interface

Causal Loop Diagram

Common Object Request Broker Architecture
Data-Distribution Service for Real-Time Systems
Distributed Interactive Simulation

Amazon Elastic Compute Cloud

Easy Communication Environment (VienkarsSotas

komunikacijas vide)

The Foundation for Physical Intelligent Agents
Federation Object Model

High Level Architecture

Hypertext Transfer Protocol

Internet of Things

International Organization for Standardization Open Systems

Interconnection 7498 standard

JavaScript Object Notation

Lightweight Communications and Marshalling
Maksligais intelekts (Artificial Intelligence)
Message Queue Telemetry Transport

Object Request Broker

Quality of Service

Robot Operating System

Service Oriented Architecture



1. PROMOCIJAS DARBA VISPAREJS
RAKSTUROJUMS

1.1.Zinatnes nozare un apaksSnozare
Promocijas darbs ir attiecinams uz nozari: “Elektrotehnika, elektronika, informacijas un

komunikaciju tehnologijas”, ka arT piekritigo apaks$nozari: “Sist€mu analize, modelésana un

projektésana”.

1.2. Témas aktualitate

Digitalas tehnologijas ir kluvusas par miisdienu sabiedribas un ekonomikas stiirakmeni. So
tehnologiju kvalitate ietekmé misu labbiitibu un dzives apstaklus. Digitala transformacija skar
cilvéku ikdienu, individu uzvedibu un komunikacijas veidu. Tapat tehnologijas maina
razoSanas, publiskas parvaldes, lauksaimniecibas, izglititbas u.c. nozares un Iémumu
pienemSanu tajas. Ipasi nozimiga ietekme ir tadam tehnologijam ka maksligais intelekts (MI)
un lielo datu analitika, makondato$ana, mobilas tehnologijas, biznesa informacijas sist€émas un

lietu internets (IoT) (Aizstrauts un Ginters, 2024).

Digitalo tehnologiju tirgus izpleSas ievérojama atruma un apjoma. Globalais digitalas
transformacijas tirgus 2023.gada bija 880,28 miljardi USD, un saskana ar prognozém
2024.gada tas sasniegs 1070,43 miljardus USD. Tirgus izaugsmi raksturo kopgjais gada
pieauguma temps par aptuveni 27.6 %. Prognozes pie §ada pieauguma tempa sasniedz 4717.78

miljardus USD lidz 2030.gadam (Grand View Research, 2024).

Sabiedriba misdienas raksturojama ka sociotehniska sist€ma, kuras eksistence ir atkariga
no digitalo tehnologiju ilgtsp&jigas attistibas. Digitalas tehnologijas, kas ietver bitisku
stohastisko komponenti un sléptu ietekmju kopumu (Ginters, Revathy, 2021), ievérojami

ietekmé individu ikdienu, ka ar7 sabiebribas, ekonomikas un apkartgjas vides attistibu.

Attistoties dazadam tehnologijam, kas var ievakt, apstradat, analizét un kontekstualiz&t
datus, pieaug to nozime lémumu pienemsana. Datos balstiti IEmumi un pamatotas prognozes
ir neatnemama dazadu institiiciju darbibas dala Lidz ar to arvien biezak rodas nepiecieSamiba
péc pamatotam prognozém un datos balstitiem lémumiem. Savukart, imitaciju modeléSana

noder ka metode ticamu prognozu izstrad€ un dazadu scenariju attistibas validacijai.



Sociotehniskas sistémas modelis ir objektivas realitates vienkarSots att€lojums, tomer,
saglabajot stohastisko ietekmes faktoru ievérojamo Ipatsvaru, modelis nezaudé ari savu
sarezgitibu. Kompleksas problémas nevar izskaidrot ar primitiviem un/vai homogéniem
modeliem. Sociotehnisku sisttmu modeli ir heterogéni, un tas parasti nozimé, ka tiek
izmantotas dazadas un griti savietojamas imitacijas modeléSanas tehnologijas. Diskrétu
notikumu modeléSana ir piemérota procesu, piegazu un rindu modeléSanai, savukart,
uzvedibas un individualu objektu mijiedarbibas modelésanai parasti tiek izmantoti uz agentiem
balstiti imitaciju modeli, bet visparigas izmainas plasaka mé&roga vislabak ir aprakstit ar
sisttmu dinamikas vienadojumiem. Gadijumos, kad ir japievieno ar1 datu apstrades un analizes
sadalas, neizb&gami ir jakonstru€ heterogéna un sadalita modeleSanas sistéma (Aizstrauts un

Ginters, 2024).

2012. gada, veicot sadalttu imitaciju modelu platformu un riku analizi, autori (Aizstrauts
etal., 2012) nonaca pie secinajuma, ka pieejamo iesp&ju klasts aprobezojas ar DIS (Distributed
Interactive Simulation), HLA (High Level Architecture), CORBA (Common Object Request
Broker Architecture) vai pielagotiem, uz timekla pakalpojumiem balstitiem, risinajumiem.
Universals un lietotajam draudzigs riks sadalitu imitaciju model&Sanas sist€mu veidoSanai

diemzZel neeksisteja.

Ar1 Sodien nekas biitiski nav mainijies. Ir raditi atseviski, pietieckami atri komunikacijas
1r1iki ROS (Robot Operating System) un LCM (Lightweight Communications and Marshalling).
Tomer tie ir veidoti reala laika robotikas risinajumiem, turklat augstak minéta iemesla del —
pietrikst riku sadalitu imitacijas modelu konstruéSanai (Xu et al., 2021). [oT tirgus izaugsme
ir veicindjusi tadu komunikacijas riku attistibu, kas nodroSina datu apmainu starp tehniskam
iericém, pieméram, loTivity (Xu et al., 2021). Tomer Sie riki ir slikti pieme&roti heterogénu un
daudzveidigu modelu sazinas nodroSinaSanai. Ceribas raisija protokols un standarts DDS
(Data-Distribution Service for Real-Time Systems) (OMG, 2015) reala laika sadalitu
operétajsistému konstruéSanai. Tomer tas vairuma gadijumu ir palicis instrukciju un vadliniju
Iimeni par to, ka sasniegt modelu savietojamibu, diemz€l nenonakot pie praktiskiem

risindjumiem (Aizstrauts un Ginters, 2024).

Diemzel ir jaatzist, ka domingjoSais riks sadalitu imitacijas modelu mijiedarbibas
nodroSinasana aizvien ir HLA, ko izveidoja ASV Aizsardzibas departaments 1995. gada
(Dahmann, Fujimoto and Weatherly, 1997). Kops ta laika HLA ir papildinats, uzlabots un plasi
pielietots ar1 civilaja dzivé (Jabbour, Possik and Zacharewicz, 2023; Possik, 2021). HLA

faktiski ir kluvis par standarta risinajumu sadalitu modelu savietojamibas nodroSinasanai.



Viens no ta galvenajiem trikumiem bija un joprojam ir tas, ka tas uzskatams par parlieku
“.”smagu” jeb loti sarezgitu, griti apgustamu un tadejadi laikietilpigu, lai to ieviestu un
izmantotu” (Strassburger, Schulze and Fujimoto, 2008). Likumsakarigi, ka bez labam

programmatiiras izstrades prasmém, tas praktiski nav iesp&jams.

Tatad citu jomu profesionaliem cel§ lidz sadalita imitaciju modela izveidei, neiesaistot
programmeésanas specialistus, joprojam ir stipri ierobezots. Turklat jaunizveidota modela
dzives ciklu visdrizak noteiks programmeésanas inZeniera ieinteresétiba. Papildu apgriitinajums
Sadam risinajumam ir nepiecieSamais finans€jums, kura apjoms bitiski pieaugs, piesaistot
projektiem augstas kvalifikacijas programmeéSanas inZenierus. Papildus izmaksas, protams,
radis ar1 komercialo riku licencu nosacijumi, apgriitinot izveidota modela izplatiSanu un

ievieSanu (Aizstrauts un Ginters, 2024).

So problému risindjumam simulaciju vides izstradataji biezi apvieno un ieklauj produkta
vairakas modeléSanas tehnikas, kas lauj veidot heterogénus modelus, pieméram, AnyLogic
(Borshchev, 2014), un izmantot modelu komunikacijai iek$€jos mehanismus. Tomér paliek
atklats jautajums, ka AnyLogic integrét ieprieks citas imitaciju modeléSanas vides veidotus
modelus, ka FlexSim, (Wang, Wang un Zhang, 2022), NetLogo (Wilensky un Rand, 2015),

u.c., vienlaikus nodroSinot saikni ar citam datu apstrades apakSsistémam.

Ir akiita nepiecieSamiba péc metodes un tehnologijas, kas lautu modelétajiem padarit
iesp€jamu l1dz Sim neiesp&jamo un atlautu industrijas profesionaliem ar pamata zinaSanam
informacijas tehnologijas un modelésana veidot sadalitus heterogénus imitaciju modelus pasu

spekiem, nepiesaistot nedz programmeétajus, nedz papildu finans€jumu.

Ja modelétajs izmanto uz agentiem balstitus modelus (ABM), tad vipam ir vismaz
minimala izpratne par objektorient€tu programmeéSanu. Ja modelétajs izmanto diskrétu
notikumu imitacijas rikus, tad vinam ir pamata zinasanas statistikas datu apstrade un izpratne
par varbiitibu sadalijumiem. Ja modelétajs izstrada sisttmu dinamikas modelus, tad vins§ ir
pazistams ar diferencialvienadojumiem. Proti, tas ir pietiekamas zinaSanas, lai izveidotu

sadalitu un heterogénu imitacijas modeli, izmantojot VienkarSotas komunikacijas vidi (ECE).

1.3.Petijuma priekSmets un objekts

Pétijuma priekSmets ir sadalitas imitaciju modeléSanas komunikaciju vides, bet pétijuma

objekts ir komunikacijas un datu apmainas mehanisms.



1.4.Petijuma jautajums

Vai un ka ir iesp&jams pielagot agrak eksist&josas sadalitas imitacijas modelesanas vai ar1 datu
apstrades komunikacijas vides, kuras biitu piemé&rotas model€tajiem bez Tpasam zinaSanam
programmeésanas inzenierija (atbilstiba Programmésanas inzeniera NACE 62.01 profesionalas
kvalifikacijas standarta 6.]tmenim un augstak), lai izstradatu sadalitus un heterogénus

imitacijas modelus?

1.5.Hipotéze

VienkarSotas komunikacijas vide (ECE) ir piem&rota un universala alternativa model&tajiem
bez specifiskam zinasanam un prasm&m programmeé&sanas inzenierija, kas sp&j aizvietot augsta
Itmena arhitektiiras (HLA) risinajuma lietojumu sadalitos un heterogénos ierobezotas drosibas

imitaciju modelos.

1.6.Promocijas darba meérkis un uzdevumi

Darba meérkis. NodroSinat iesp&jas modelétajiem bez specifiskam zinaSanam un prasmém
programmeésanas inzenierija, konstruét sadalitus un heterogénus imitacijas modelus, balstoties

uz atvertas un vienkarSotas komunikaciju vides konceptualu ietvaru.
Lai sasniegtu darba mérki tiek izpilditi turpmak minétie uzdevumi:

1. Veikt eksist&josu sadalitas imitacijas modeleéSanas un datu apstrades komunikacijas
mehanismu analizi, lai noskaidrotu to lietoSanas piemérotibu un atbilstibu modelétaja
prasmém, ja nozares specialists nestrada programmesanas inzenierija.

2. Izveidot atvértu un vienkarSotu konceptualo ietvaru, kas nodroSina iespgjas
modelétajiem bez specifiskam zinaSanam un prasmém programmeéSanas inZenierija,
konstruét sadalitus un heterogénus imitaciju modelus.

3. Parbaudit un validét sadalitu un heterogénu modelu vienkarSotas komunikacijas vidi

dazados lietojumos.

1.7.Zinatniska novitate

Vienkarsotas komunikaciju vides (ECE) atverts vairakslanu ietvars nodroSina sadalitu un
heterogénu imitacijas modelu sadarbibu, nodroSinot, modelétajiem bez 1paSam
programmesanas inzenierijas prasmém, iespéjas veidot daudzveidigus sociotehnisko sist€ému

attistibas scenariju imitacijas modelus.

PriekSrocibas. VienkarSotas komunikacijas vide (ECE) dod iesp€jas modelétajiem bez

specifiskam prasmém programmeésanas inZenierija, izveidot sadalitus un heterogénus imitaciju
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modelus un savienot tos ar datu apstrades sisttmam. Lidz Sim esosa alternativa ir slégtas
imitaciju modeleSanas vides lietojums, atsakoties no agrak raditu heterogénu modelu

izmantoSanas.

Ierobezojumi. ECE izmanto visaptverosas apraides AMQP (Advanced Message Queuing
Protocol) protokolu, bet nenodrosina apstiprindgjuma sanemsanu, ka rezultata tehnologija nav

rekomend€jama, izmantosSanai paaugstinatas drosibas prasibu apstaklos.

1.8.Pamata tézes

Promocijas darba izstrades rezultati atlauj aizstavét turpmak minetas pamata tezes:

1. Eso$as sadalitas imitaciju modeléSanas komunikaciju vides nav piemerotas
modelétajiem bez labam prasmém programmeéSanas inZenierija, kas apgriitina sadalitu
un heterogénu imitaciju modelu izveidoSanu un lietoSanu dazadu scenariju parbaudei,
kas negativi ietekmé& [émumu pienemsanas pamatotibu.

2. VienkarSotas komunikacijas vides konceptualais ietvars atlauj modelétajiem bez
specifiskam zinaSanam programmesanas inZenierija, konstruét heterogénus un
sadalitus imitaciju modelus daudzveidigiem lietojumiem.

3. VienkarSotas komunikacijas vides ietvars ir atvérts un nodroSina €rtas izmantoSanas
iesp€jas ne tikai imitaciju modeléSanas, bet ar1 datu sadalitas apstrades sist€ému

veidoSanai.

1.9.Darba struktiira un apjoms

Promocijas darbs ir sagatavots, ka vienota tematisko publikaciju kopa, kas ietver kopsavilkumu
un autora sagatavotds zinatniskas publikacijas VienkarSotas komunikaciju vides (ECE)
izstrades laika.

Pirma dala ietver promocijas darba visparigu raksturojumu, kas ir uzliikojams ka darba ievada
dala. Savukart, otra dala satur informaciju par darba rezultatu aprobaciju dazados zinatniskas
pétniecibas projektos, nacionalas un starptautiskas zinatniskas konferences, ka ar1 piekritigo
publikaciju uzskaitijumu. Tresa dala analizeé p€tnieka sasniegtos darba rezultatus, un konkréti,
apliko ECE attistibas posmus, strukturalo arhitektiiru un funkcionalitati, ka ari apskata
konkrétu ECE lietojuma pieméru. Dalas beigas tiek inici€ta neliela diskusija par ECE
piemérotibu dazadu lietojumu modeléSanai. Darba beigas ir pievienoti autora secinadjumi un
kopsavilkuma izmantoto izzinas avotu saraksts. Promocijas darbam ir divi pielikumi, kas

ietver funkcionalitates BPMN2 diagrammu, ka ar1 piekritigo publikaciju kopijas.
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2. DARBA APROBACIJA UN PUBLIKACIJAS

2.1.Projekti

Sadalitas un heterogénas imitacijas modeléSanas vienkarSotas komunikacijas vides versijas ir

parbauditas daudzveidigos lietojumos un dazados nacionalos un starptautiskos projektos.

. Nr. 2006/11 “Simulation Tools EXTEND and NetLogo use for Ecosystems Analysis”

(Latvijas Izglitibas un zinatnes ministrijas finansgjums).

Nr. 2007/1-17/26 “Communication Environment of Hybrid Simulation Systems”
(Latvijas Izglitibas un zinatnes ministrijas finansgjums).
No.2DP/2.1.1.2.0/10/APIA/VIAA/001 “Support for preparation of IST FP7 STRE
project “Simulation Highway”” (Eiropas Regionalas Attistibas Fonda finansgjums).
FP7 No.287119 FUPOL ,,Future Policy Modelling” (Eiropas Komisijas finansgjums).
FP7 FLAG-ERA FuturICT 2.0 (2017-2020) "Large scale experiments and simulations

for the second generation of FuturICT" (Eiropas Komisijas finans&jums).

Petijumu rezultati tika valideéti un izmantoti studiju kursa “Sociotehnisku sist€ému

modelésana” akadémiskaja magistra studiju programma “Kiberdrosibas inzenierija” (Rigas

Tehniska universitate), ka ari profesionalaja magistra un doktorantiiras studiju programma

“Sociotehnisku sistému modelésana” (Vidzemes Augstskola).

2.2.Konferences

Par vienkarSotas komunikacijas vides izstrades problematiku ir sagatavoti un sniegti zinojumi
16 konferences no 2006.-2024.gadam:

1.

6th WSEAS International Conference on Applied Computer Science (ACS’06),
December 16-18, Puerto de la Cruz, Tenerife, Spain, 2006.

3rd International Scientific Conference “Information Society and Modern Business”,
September 21-22, Ventspils, Latvia, 2007.

6th WSEAS International Conference on Systems Science and Simulation in
Engineering, November 21-23, Venice, Italy, 2007.

4th WSEAS/IASME International Conference on Educational Technologies
(EDUTE'08), October 26-28, Corfu, Greece, 2008.

International Conference of Modelling and Simulation in Engineering, Economics and
Management (MS’10), July 15-17, Barcelona, Spain, 2010.

13th WSEAS International Conference on Automatic Control, Modelling & Simulation
(ACMOS '11), May 27-29, Lanzarote, Canary Islands, Spain, 2011.
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10.

1.

12.

13.

14.
15.

16.

23rd European Modelling & Simulation Symposium (EMSS 2011), September 12-14,
Rome, Italy, 2011.

5th WSEAS World Congress on Applied Computing Conference (ACC '12), May 2-4,
Faro, Portugal, 2012.

CBU International Conference, April 4-17, Prague, Czech Republic, 2013.

9th International Workshop on Enterprise and Organizational Modeling and Simulation
(EOMAS 2013), June 17, Valencia, Spain, 2013.

26th European Modelling & Simulation Symposium (EMSS 2014), September 10-12,
Bordeaux, France, 2014.

World Conference on Information Systems and Technologies (WorldCIST'15), April 1-
3, Ponta Delgada, Sdo Miguel, Azores, Portugal, 2015.

27th European Modelling & Simulation Symposium (EMSS 2015), September 21-23,
Bergeggi, Italy, 2015.

City Planning and Urban Design Conference (CPUD’16), 07-09 April, Istanbul, 2016.
61st International Scientific Conference on Information Technology and Management
Science of Riga Technical University (ITMS'2020), October 15-16, Riga, Latvia, 2020.
36" European Modeling & Simulation Symposium, September 18-20, Santa Cruz de
Tenerife, Spain, 2024.

2.3.Publikacijas

Zinatnes doktora grada pretendentam Artim Aizstrautam (Scopus ID: 54413897200) ir 30
zinatniskas publikacijas, no kuram 18 ir ieklautas Scopus (Artis SilinS — 2, Artis Aizstrauts —

16). Tematiski vienoto publikaciju kopa ir ieklautas turpmak min&tas 13 publikacijas (skat. ar1

B. pielikums), kuru kopijas ir pievienotas. PE€dgja publikacija ir izvilkums no promocijas darba

kopsavilkuma. Arta Aizstrauta ieguldijums publikacijas ir vismaz 90%, un korespondgjosie

lidzautori neiebilst pret $adu sadalijumu, par ko ir pievienots atsevisks apliecinajums. Kopgjais

citg§jumu skaits Scopus ir 140. HirSa indekss Scopus ir 5 (Oktobris 2024).

1.

2.

Ginters, E., & Silins, A. (2007). Multi-level approach for environmental systems
modelling in the Ligatne Natural Trails. WSEAS Transactions on Systems, 6(4), 795-
801. Izgits no  https://www.researchgate.net/publication/297118169 Multi-

level approach_for environmental systems_modelling_in_the Ligatne Natural Trai
Is

Ginters, E., Silins, A., & Andrusaitis, J. (2007). Communication in Distributed
Simulation Environment. In ICOSSSE'07: Proceedings of the 6th WSEAS international

conference on System science and simulation in engineering (pp. 217-221). Stevens

Point: World Scientific and Engineering Academy and Society. doi:
10.5555/1974442.1974475 Izgiits no http://www.wseas.us/e-
library/conferences/2007venice/papers/600-139.pdf
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Ginters, E., & Silins, A. (2008a). Exchange Mechanisms in Distributed Simulation of
Sociotechnical Systems. In Information Society and Modern Business. Proceedings of
3rd International conference, 21-22 September 2007, Ventspils (p. 362). Ventspils:
Ventspils University College. Izgiits no https://doi.org/10.5281/zenodo.13925129
Ginters, E., & Silins, A. (2008b). Simulation Data Exchange in Distributed E-learning
Environment. In Proceedings of the 4th WSEAS/IASME International Conference on
Education Technologies (EDUTE’08) (pp. 138-143). Corfu: WSEAS. Izgits no
http://www.wseas.us/e-library/conferences/2008/corfu/edute/edute23.pdf

Silins, A., Ginters, E., & Aizstrauta, D. (2010). Easy Communication Environment for
Distributed Simulation. In Computational Intelligence in Business and Economics (pp.
91-98). https://doi.org/10.1142/9789814324441 0014. Izguts no
https://www.researchgate.net/publication/282288675 Easy Communication_Environ
ment_for_Distributed Simulation#full TextFileContent

Ginters, E., Sakne, 1., Lauberte, 1., Aizstrauts, A., Dreija, G., Aquilar Chinea, R.-M.,
Merkuryev, Y., Novitsky, L., & Grundspenkis, J. (2011). Simulation Highway — Direct
Access Intelligent Cloud Simulator. In Proceedings of 23rd European Modelling &
Simulation Symposium (EMSS  2011) (pp- 62-72). Izgiits no
https://doi.org/10.5281/zenodo.13925109

. Aizstrauts, A., Ginters, E. & Aizstrauta, D. (2011). Easy Communication Approach for

Data Exchange in Distributed Simulation Environment. In Proceedings of the 13th
WSEAS international conference on Automatic control, modelling & simulation
(ACMOS'11) (pp. 34-38). Stevens Point: World Scientific and Engineering Academy
and Society (WSEAS). Izgiits no http://www.wseas.us/e-
library/conferences/2011/Lanzarote/ ACMOS/ACMOS-04.pdf

. Aizstrauts, A., Ginters, E., Aizstrauta, D., & Sonntagbauer, P. (2012). Easy

Communication Environment on the Cloud as Distributed Simulation Infrastructure. In

Proceedings of the 5th WSEAS congress on Applied Computing conference, and
Proceedings of the st international conference on Biologically Inspired Computation
(BICA'12) (pp. 173-178). Stevens Point, Wisconsin: World Scientific and Engineering
Academy and Society (WSEAS). Izgits no  http:/www.wseas.us/e-
library/conferences/2012/Algarve/BICA/BICA-29.pdf

. Aizstrauts, A., Ginters, E., Lauberte, 1., & Piera Eroles, M.A. (2013). Multi-level

Architecture on Web Services Based Policy Domain Use Cases Simulator. In Lecture

Notes in Business Information Processing (vol 153, pp.130-146). Berlin: Springer.
doi:10.1007/978-3-642-41638-5 9. Izgits no
https://www.researchgate.net/publication/282289690 Multi-

level Architecture_on_Web_Services_Based Policy_ Domain_Use_Cases_Simulator
#tull TextFileContent
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10.

1.

12.

13.

Aizstrauts, A., Ginters, E., Baltruks, M., & Gusev, M. (2015). Architecture for
Distributed Simulation Environment. Procedia Computer Science, 43, pp. 18-25. doi:
10.1016/j.procs.2014.12.004. Izgits no
https://www.sciencedirect.com/science/article/pii/S1877050914015725

Ginters, E., Aizstrauts, A., Baltruks, M., Merkuryev, Y., Novickis, L., Grundspenkis, J.,
& Grabis, J. (2016). VeloRouter - Technology for Urban Transport Intermodal
Sustainability. In City Planning and Urban Design Conference, 07-09 April
(CPUD’16) (pp. 211-220). Istanbul: DAKAM. ISBN 978-605-9207-21-8. Izgiits no
https://doi.org/10.5281/zenodo.13925061

Aizstrauts, A., Burkhardt, D., Ginters, E., & Nazemi, K. (2020). On Microservice

Architecture Based Communication Environment for Cycling Map Developing and

Maintenance Simulator. In 2020 61st International Scientific Conference on
Information Technology and Management Science of Riga Technical University (ITMS)
(pp- 1-4). doi: 10.1109/ITMS51158.2020.9259299. Izguts no
https://www.researchgate.net/publication/347072223 On_Microservice_Architecture

_Based_Communication_Environment for Cycling Map_Developing_and Mainten

ance_Simulator#full TextFileContent

Aizstrauts, A. & Ginters, E. (2024). Easy Communication Environment for
Heterogeneous and Distributed Simulation Models Design. In 2024 36" European
Modeling &  Simulation  Symposium  (p. 1-13).  Tenerife.  doi:
10.46354/13m.2024.emss.010. Izguts no https://www.cal-
tek.eu/proceedings/i3m/2024/emss/010/pdf.pdf

3. PROMOCIJAS DARBA REZULTATI

3.1.VienkarSotas komunikacijas risinajuma attistibas posmi

VienkarsSotas komunikacijas vides (ECE) attistibas laika Iinija (skat. 1.attels) ilgst vairak

neka 15 gadus, kuri ir pagajusi iesp&jami efektivaka risindjuma mekl&jumos, vienlaikus cerot,
ka informacijas tehnologiju produktu klasta paradisies tehnologija, kas atrisinas sadalitu un

nehomogénu imitacijas modelu komunikacijas problémas.

2007. gada autors veica pétijumu Ligatnes dabas parka (Ginters, Silins, 2007). Ligatnes

dabas takas ir labiekartotu taku kopums meza ainava Gaujas Nacionalaja parka. Tur, sava
dabiskaja, bet ierobezota vide, dzivo alni, briezi, mezaciikas, vilki, 1a¢i un citi Sai vietai tipiski
faunas parstavji. Lai saudz€tu Sos dabas resursus, bet arT vienlaikus nodroSinatu apmekléSanas

iespéjas, dazadi apskates punkti ir savienoti ar gajéjiem paredz&tam takam.
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Ligatnes dabas parka ECE uh Eriterprise Velorouter simulatora

infrastrukttras ECE arhitektlras Service RS pilnveidoSana un validésana
simulacija. pirma versija, = projekta FLAG-ERA FuturICT 2.0.
Extend Suite + izmantojot HLA. sad.a r_bII.J'EIS leviesta ECE vairaku slanu
NetLogo+CORBA validacija. arhitektara.
2007 2008 2010 2012 2013 2015 2019 2@2’4 |
CORBA un HLA FUPOL projekta Skopjes velo
salidzinaSana. lzvéle sakums. ECE lietojuma infrastruktdras simulators ; e
par labu HLA specificésana tris FUPOL projekta. Bitisks _ ECEarhitektdras
— ; RS izstrades noslégums.
turpmakajiem simulatoru pagrieziena punkts ECE
pétijumiem. konstruésanai. attistiba.

l.attels. ECE izstrades laika linija.

Tomér marsrutos ir iekartoti art asfaltéti celi un vairakas autostavvietas. Lidz ar to Ligatnes
dabas parka pa noteiktu marSrutu un noteikta seciba var parvietoties arl apmekletaju
automasinas. Toreiz petijuma jautajums bija, kada ir pielaujama apmekl€taju radita noslodze,
lai dabas resursiem neraditu neatgriezenisku kait€jumu, un tie sp&tu atjaunoties noteikta laika

intervala?

Bija nepiecieSams izveidot diskrétu notikumu imitacijas modeli, kas veic autotransporta
kustibas analizi, lai saprastu, cik lielas stavvietas ir nepiecieSamas, ka ari, kadai ir jabit to
infrastruktirai (tualetes, dz€rienu automati, atkritumu urnas, u.tml.). Modelis tika izstradats
Extend Suite vide un kalpoja par datu avotu otra, uz agentiem balstita modela, darbinasanai

NetLogo vide. Sis modelis savukart novértgja dabas resursa regenerativo kapacitati.

Risinajums radija modelu savstarp€jas savietojamibas problému, tade] tika veikta esoSo
sadalitas imitaciju modeléSanas komunikacijas riku analize. Rezultata par izmantojamiem tika
atziti DIS un HLA. Tomér HLA izmantoSana, lai nodroSinatu modelu sadarbibas mehanismu,
bija sarezgita un darbietilpiga. Bija skaidrs, ka sadalitu imitacijas modelu izstrade ar HLA nav
iesp€jama bez padzilinatam programmeéSanas zinaSanam, Iidz ar to $ads risinajums vides

petniekiem nav piemerots (Aizstrauts un Ginters, 2024).

Autors turpingja analizet sadalitas imitaciju modeléSanas komunikacijas rikus, kas butu
pieejami profesionaliem, kas nestrada programmeéSanas inZenierija (Ginters, Silins un

Andrusaitis, 2007).

Tika istenota dazadu riku piemérotibas analize ALSP (Aggregate Level Simulation

Protocol), CORBA, FIPA (The Foundation for Physical Intelligent Agents) un HLA. IpaSu
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uzmanibu raisjja CORBA mehanisms, kura piemérotiba Ligatnes modela komunikacijas
nodroSinaSanai tika ripigi parbaudita. Tika veikti eksperimenti, kuros CORBA komunikacijas
mehanisms ORB (Object Request Broker) nodrosinaja datu apmainu starp Extend Suite un
NetLogo modeliem. Tika izstradati imitacijas modelu paplaSinajumi C++ (Extend Suite) un
Java (NetLogo). Risinajums atlava modeliem komunic@t, tomé&r atkal prasija labas prasmes

programmesana (Aizstrauts un Ginters, 2024).

2008. gada turpinajas CORBA ORB mehanisma pielagoSana dazadam sadalitam imitaciju
modeléSanas videm, tomer saka radit Saubas CORBA nosaciti zema veiktspgja, kas atstaja

iespaidu uz modelésanas kvalitati (Ginters un Silins, 2008a).

Autors (Ginters un Silins, 2008b) atgriezas pie CORBA un HLA veiktsp&jas m&rfjumiem.
Aizdomas apstiprinajas, kad, palielinoties zinojuma pakeSu garumam, biitiski pieauga HLA
parsvars par CORBA rezultatiem. Ta ka HLA veiktsp&ju var uzskatit par kritisku indikatoru,
tad izveleties vel kaut ko 1eénaku par HLA nebiitu sapratigi, jo tas turpmak bitiski ierobezotu
komunikacijas rika ievieSanas iesp&jas. Tika izlemts, ka CORBA nav pietickami piemerota

lietoSanai sadalttos imitaciju modelos, un tika turpinati HLA adapt&Sanas iesp€ju petijumi.

2010.gada autors publicg€ja risinajumu (Silins, Ginters un Aizstrauta, 2010), kas atviegloja
piekluvi HLA federacijam. Risinajums balstijas uz komunikacijas adapteri, kas nodroSinaja
savienojumu starp imitacijas modeli un HLA. Adapteris bija dala no HLA vides un interpretgja
HLA datus imitacijas modelim saprotama formata. Komunikacijas adapteris “klausijas”
modelus un akumulgja to zinojumus datu kratuveé. Modelis, kam Sie dati bija vajadzigi, vargja
legiit kratuves datus peéc pieprasijjuma. Datu kratuve vienlaikus nodroSinaja laika
sinhronizacijas iesp&jas. Katrai imitaciju modeléSanas videi vajadz€ja  biblioteku, lai
mijiedarbotos ar adapteri. Sadarbiba starp imitacijas riku un adapteri inici€ja datu pieprasijumi
XML formata. Saskana ar modela parametriem adapteris generé&ja FOM (Federation Object
Model), kas atlava to savienot ar HLA federacijam. Sadam adapterim bija ne tikai jaspgj stradat
ar dazada veida mainigajiem no atSkirigiem modeliem, bet tam bija ar1 jabiit pietieckami
vienkarsi parvaldamam. Sis prasibas izpilde izradijas sarezgitaka, neka sakotngji ikita, jo tas
savukart radija izmainas attieciba uz savietojamibu ar HLA. Tika radita pirma ECE beta versija.

2011. gada turpinajas ECE beta versijas pilnveide, galvenokart papildinot komunikacijas
bibliotekas. Tika izveidots komunikacijas vartejas mehanisms (Communication Gateway), kas
var€ja nodroSinat datu apmainu starp komunikacijas adapteriem pirms pieslégsanas HLA videi

(Aizstrauts, Ginters un Aizstrauta, 2011). Uzlabojumi samazinaja modelétaja darba apjomu,
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izveidojot HLA balstitus sadalitas imitacijas modelus (Aizstrauts un Ginters, 2024).

Neraugoties uz pirmo ECE versiju, kas bija balstitas uz HLA, verifikaciju un validaciju,
turpindjas piemérotakas komunikacijas vides, arhitektiiru, protokolu un zinojumu datu formatu

mekl&jumi (Ginters et al., 2011).

Autors izstradaja Simulation Highway konceptu ka vairaku slanu atveértu arhitektiiru,
iedzivinot ISO OSI 7498 (International Organization for Standardization Open Systems
Interconnection) principus sadalita imitaciju modeléSana. Simulation Highway katra
modeléSanas uzdevuma izpildi nodrosindja simulacijas elementu k&de. Prasibas péc
specifiskam programmeSanas zinasanam samazin3jas, jo model€Sanas pieprasijumu
formeSanai, saskana ar klients-serveris pieeju, vargja izmantot augsta Itmena valodas,
piem&ram SimAL un SimQL. Tom&r komunikacijas pamata mehanisms joprojam bija HLA.
Turklat Simulation Highway implementacija prasija ievérojamus datu apstrades resursus. P&c
Simulation Highway ilgtsp&jas pasnovert€juma, autors So ideju atmeta (Aizstrauts un Ginters,

2024).

2012.gada Eiropas Komisijas 7. ietvara programmas ietvaros tika uzsakts FUPOL projekts
(No. 287119). Projekta ietvaros bija javeic vairaki model€Sanas p&tijumi. Proti, publiska parka
planoSana un zon&jums Horvatijas galvaspilséta Zagreba un tlirismam paredzeétu pakalpojumu
noslodzes prognozesana un velocelinu marSrutu planojums Ziemelmakedonijas galvaspilséta
Skopje.

FUPOL projekts ir uzlikojams ka nakamais ECE attistibas posms (Aizstrauts et al., 2012),
jo tas deva iespgju validét ieprieks izstradatas ECE versijas kvalitati. Lai ieviestu un testétu
atbildes reakciju laika intervalus teritoriali sadalita modeli, ECE bija jaizvieto EC2 (Admazon
Elastic Compute Cloud) virtualas skaitlo$anas vide. Saja un nakamajas ECE versijas tika
partraukta HLA izmantoSana un paplasinata iepriek§ izveidotds komunikacijas vartejas

funkcionalitate.

Viens no FUPOL projekta pamata uzdevumiem bija izveidot simulacija balstitu atbalsta
mehanismu ricibpolitikas [émumu pienemsSanai. Konsorcijs veica vairak neka 60 unikalu un
problémorientétu imitacijas modeléSanas ietvaru analizi. Tas rezultati apstiprinaja agrakas
aizdomas, ka problémorientéti imitaciju modeleSanas risindjumi ir slégti un tiem ir griti
pievienot arg€jus modelus. Diemzel slégtam vidém parasti ir ierobeZota funkcionalitate, kas

savukart apgriitina heterogénu sadalitu imitacijas modelu izstradasanu.

W=

Tika izstradats FUPOL simulatora pamata koncepcija (Aizstrauts et al., 2013), kur augsg¢ja
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specifikaciju slani tika izmantotas nestriktas kognitivas kartes (Fuzzy Cognitive Maps) un
krasainie Petri tikli. Imitacijas modeli tika 1stenoti RePast Symphony. Savukart STELLA,
sisttmu dinamikas imitaciju model&Sanas vide, tika lietota, lai model&tu sistemas iesp&jamas
izmainas laika. Datu apstradei un analizei tika izmantots Python, bet datu glabasanai -
PostgreSQL datubaze. Lai uzlabotu simulaciju rezultatu vizualizaciju un nodroSinatu labaku
modeléSanas sesiju vadibu, tika izmantota NetLogo vide. Datu apmaina FUPOL simulatora
notika ar ECE palidzibu, bet, lai nodroSinatu savietojamibu ar citam FUPOL apak$sistémam,
bija jaizveido ECE savienojums ar FUPOL centralo kopni (Enterprise Service Bus). Kopuma

var sacit, ka FUPOL projekts bija loti noderigs ECE koncepta validacijai.

Viens no FUPOL lietojumiem, kas atlava validét ECE, bija Skopjes velo infrastruktiiras
simulators (Aizstrauts et al., 2015). Simulatora pamata uzdevums bija velobraucgju marSruta
izveles iesp&ju modelesana, atkariba no katra velocelina posma noslodzes, velocelina seguma,
pieejamas infrastruktiiras un meteorologiskas prognozes. ECE $aja gadijuma vajadzgja

nodrosinat savietojamibu starp NetLogo, RePast un Python videm.

Tika veikta vairaku zinojumu komunikacijas starpnieckmehanismu (Message Brokers)
analize, vadoties péc veiktsp€jas, zinojumu garuma un protokolu parametriem. Tika izvelets
RabbitMQ, kas attiecigi turpmak tika izmantots ka ECE komponente. Imitaciju modelis

komunicgja ar zinojumu komunikacijas starpniekmehanismu, izmantojot AMQP protokolu.

No 2016.gada ECE vairs netika izmantoti makondatoSanas servisi, jo tie nenodroSinaja
garantétu reakcijas laiku. FUPOL validacijas rezultati papildinaja ECE prasibu kopumu —

svarigas ir ne tikai model&taja &rtibas, bet arT komunikaciju vides universalums un droSums.

Turpmak ECE tika validéta velocelinu marSrutu planoSanas rika prototipa Velorouter
konstruésana (Aizstrauts et al., 2020). Petjjumu inici€ja ieprieksgjie FUPOL projekta rezultati
un Eiropas komisijas 7. ietvara FLAG-ERA FuturICT 2.0 (2017-2020) projekts. Velorouter
lietotajiem bija iesp&ja, izstradat savus marSrutus, ka art ieteikt tos pasvaldibai, izmantojot

reglament€tu zinojumu apmainas (ficketing) mehanismu.

Projekta pirmo reizi tika prezentéta ECE vairaku slanu arhitektiira un noteikta katra slana
funkcionalitate. Pamatojoties uz universaluma un saderibas prasibam, ECE komunikacijas un
datu apmainas mehanisma tika ieklauti JSON (JavaScript Object Notation) datu formats un
AMQP protokols, atsakoties no turpmakas XML izmantoSanas. Tika respektéta galvena ECE
izstrades prasiba, nodroSinat iesp€jas nozares specialistam bez specifiskam prasmém

programmeésanas inZenierija, izveidot un darbinat heterogénus un sadalitus imitaciju modelus,
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kurus var izmantot attistibas scenariju validacijai dazadas nozar€s un daudzveidigos lietojumos

(Aizstrauts un Ginters, 2024).

Turpmak promocijas darba tiek izskaidroti ECE arhitektiiras strukturalais modelis un

funkcionalitate.

3.2.Vairakslanu vienkarSotas komunikacijas vides strukturals
modelis

VienkarSotas komunikacijas vide (ECE) ir daudzpusigs un modelétajam draudzigs
komunikacijas riks. Ta galvenais uzdevums ir atvieglot sazinu starp heterogéniem simulacijas
modeliem. Turklat tam ir jabiit lietotajam draudzigam — pat pret tiem sadalitu imitacijas modelu

izstradatajiem, kuru zinaSanas programmesanas inZenierija ir minimalas.

ECE strukturalajam vairaku slanu modelim ir atvértas sisteémas arhitektiira, kuras pamata
ir OSI ISO 7498 (ISO/IEC 7498-1:1994(E), 2024; Ginters et al., 2011) un Dijkstra maSinas
(Dijkstra, 1968) pamata idejas. Tomer idejas biitiba seko no plasaka Zimmermann (1980)

atverto sistému vadliniju apraksta.

ECE strukturalais modelis (1) (skat. 2. attéls) sastav no cetriem slaniem, no kuriem katrs ir
atbildigs par konkrétiem un funkcionaliem uzdevumiem — A-slanis: ECE zinojumapmainas
protokols (A), B-slanis: ECE notacijas slanis (B), C-slanis: ECE zinojumapmainas bibliotekas

(C) un D-slanis: Imitacijas modelu kopa (D) (Aizstrauts un Ginters, 2024).

: AMQP
A ECE framework messaging protocol (RabbitMQ)
B ECE framework notation m
C ECE framework ECE framework ECE framework Custom
messaging library 1 messaging library 2 messaging library n Plugin
b Simulation sub- Simulation sub- Simulation sub- [ s
model 1 model 2 model n Python, R

2.attels. ECE strukturalais modelis.

ECE strukturalo ietvaru nosaka:

ECE = (A,B,C,D) (1)
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kur A, B, C un D — arhitektiiras funkcionalie slani.
Tomér ECE slanu steku var aprakstit ka atvertu virtualu masiu kopu
_ ]
ECE = Uj_, 0V M; (2)
kur J -virtualo masinu skaits ECE vide.
Savukart katra virtuala masina
kur Aj;, B}, Cj, D; ir atbilstoSas j-virtualas masinas servisu nodrosinoss slanis.

Atvertas virtualas masinas funkcionalitati raksturo c€lonsakaribu diagramma CLD (Causal
Loop Diagram) (skat. 3. attels).

Atbilstosi CLD diagrammai, katrs slanis sniedz servisa pakalpojumu otram blakus esoSajam

slanim.

D-slant izvietoto imitacijas modelu mijiedarbiba sadalita imitaciju modelt, kas ir izvietots

uz vienas vai vairakam OV M;, ir paradita 3.att€la.

4.att€la ir redzamas divas virtualas maSinas OVM; un OVM;,; . Abas maSinas veido ECE
vidi. Uz katras no virtualajam masinam ir izvietota sadalita imitacijas modelu kopa Sub —

models D; un Sub — models Dj4;.

v @

serves requests
Bj O
serves requests
serves requests

@

3.attels. Atvertas ECE OV M; slanu mijiedarbibas CLD.
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4.attels. Imitacijas modelu kopu mijiedarbibas att€lojums.

Katra D; ir iesp€jams sekojoSu imitacijas modelu kopas izvietojums:

e Atseviski un patstavigi modeli, kuri faktiski neizmanto ECE pakalpojumus, jo
nekomunicg€ ar citiem imitaciju modeliem.

e Homogeéni un sadaliti modeli, kuri funkciong€ uz vienas virtualas masinas, bet to
mijiedarbibu nodroSina ieks€jais lietotas imitaciju modeléSanas tehnologijas
komunikacijas mehanisms, lai gan tie var izmantot ar1 ECE servisus.

e Heterogéni modeli, kas ir izvietoti uz vienas vai vairakam virtudlam masam un,
kuriem ECE izmantoSana ir vieniga sazinaSanas iesp€ja.

Katra ECE j-slana pamata uzdevums ir servisa funkcijas S nodro§inasana kaiminu slanim,

apstradajot kaiminu slana izejas O datu kopu. ECE translacijas mehanismu raksturo turpmak

attelotas analitiskas sakaribas:

—

A .
_ Jj+l
IAj+z - SB]-H (OBjH)

B .
— g, = SC{“(OCM) 4)

Jj+i

C.
_ Jj+l
ICj+l - SD]-H(OD]'H)

—
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C .
- . . - . . ]+l - . . —- .
kur IC]. ., —slana Gy, iegja, ODJ. ., slanaD;,, izeja, bet S i~ slana Cj; servisa funkcija slanim

D;,, (piekluve konkr&tas imitaciju modelsanas tehnologijas ECE bibliotekam),

B .
- . . - . . ]+l - . .o —- .
un / Bjy slana Bj,; ieeja, Ocj . slana Gj; izeja, bet § Civ1 slana B;; servisa funkcija slanim

Cj4+; (piekluve datu formatu parveidoSanai),

A .
- . . - . . ]+l - . .o —- .
bet A~ slana 4;; ieeja, OB]. ,,—slana B;izeja, bet S By slana A;; servisa funkcija slanim

Bj.; (piekluve datu transportéSanai).

IerobeZojumi. Atskiriba no OSI ISO 7498 koncepta ECE netiek nodrosinata dazadu virtualo

maSinu tieSa sadarbiba viena un ta pasa slana ietvaros, un konkréti, C; un C;; nevar sadarboties

bez citu slanu lidzdalibas. Tas ir iesp&jams tikai ar saiSu kopas E lidzdalibu.

Modelu komunikaciju raksturo saiSu kopa E. ECE var nodroSinat uz vienas virtualas

masinas izvietotu modelu sadarbibu, pieméram, EX p; un E D+1 ka arT uz dazadam virtualam

maSinam izvietotu Sub — models D; un Sub — models D;; sadarbibu, pieméram, Ep’ k+2 un

m+1

Djyi-
Tas nozime, ka sadalita un heterogéna imitaciju modeli sadarbibu starp modeliem Djk *2 un
D]’ﬁfl kas ir izvietoti uz dazadam virtualam masSinam OVM; un OVM;,,;, nodroSina servisu

kéde Ek+2

k+2_ k+2 cCi oBj oA cAj+t oBj+t oCirt pm+1
B2 = {D)*2,5,0, 5.0, 850,800, S, s, D 5)

Katrs servisu k&de ieklautais slanis A, B, C vai D izpilda atbilstoSus un turpmak aprakstitus
funkcionalus uzdevumus.
A — slanis: ECE zinojumapmainas protokols (ECE framework messaging protocol).

Protokols sastav no divam komponentém — zinojuma parsiitiSanas un zinojuma nesgja formata.

Zinojumu parsiitiSanai  ECE izmanto AMQP protokolu. Tas ir atvérta standarta
lietojumprogrammu slana protokols uz zinojumiem orient€tai starpprogrammattrai. AMQP
pamatiezimes ir zinojumu orientacija, rindas, marSruté€Sana (point-to-point un publish-and-
subscribe) un droSums (Naik, 2017). AMQP piedava divus sakotn&jos pakalpojumu kvalitates
QoS (Quality of Service) limenus zinojumu piegadei — “Ne vairak ka vienreiz” un “Vismaz

vienu reizi” (Aizstrauts un Ginters, 2024).

ECE izmanto pakalpojuma Itmeni “Ne vairak ka vienreiz”, bet adresatam nav jaapstiprina

zinojuma sanemsSana. Datu uzglabaSanas funkcionalitate tiek realizéta ECE arhitektiiras C-
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slani. ECE zinojumos tiek izmantots JSON datu formats.

ECE izmanto AMQP un JSON, lai nodrosinatu komunikacijas arhitekttru, kas ir droSa un
viegli uzturama. AMQP nodroSina, ka zinojums tiek piegadats pareizajam
klientam/abonentam, ka ari garanté protokola noturibu. JSON lauj parsitit sarezgitas struktiiras

datus, kurus spgj analiz&t un saprast vairums programmésanas valodu.

B - slanis: ECE notacijas slanis (ECE framework messaging notation). Notacijas slanis ir
viens no augsgjiem limeniem ECE komunikacijas arhitektiira. Sis slanis nodroina, ka katrs
mezgls (imitacijas modelis) saprot viens otru un runa viena valoda. ECE notacija ir balstita uz
JavaScript objektu notacijas (JSON) datu formatu. Zinojums sastav no tris laukiem (skat.

1.tabula).

1.tabula. ECE starpslanu zinojuma formats (Aizstrauts un Ginters, 2024).

Lauks Apraksts
tick Imitaciju model&sanas laiks, kad $is zinojums ir nosutits.
datatype Datu tips.
data Parraidamie dati.

C - slanis: ECE zinojumapmainas bibliotekas (ECE framework messaging library).
Zinojumapmainas biblioteka ir speciali veidota programmatiira, kas tiek integréta modeléSanas
riku komplekta ka paplasinajums vai spraudnis. ECE arhitektiiras abstrakcijas slani ir atverti,
tapec ir iesp&jams izstradat sadus paplasinajumus/spraudnus dazadiem imitaciju modeléSanas

rikiem.
ECE zinojumapmainas biblioteka (C-slanis) ietver pamata funkcijas, kas iesp€jo
savietojamibu ar D-slani (skat. 2.tabula).

2.tabula. ECE zinojumapmainas bibliotekas piemérs (C-slanis) (Aizstrauts un Ginters,

2024).

Funkcija Apraksts
init Inicializét pieslégsanos pie AMQP servera.
close Slegt pieslégSanos pie AMQP servera.
isConnected Atgriez stavokla raksturojumu savienojumam ar AMQP servera.
Subscribe ParakstiSanas uz komunikacijas t€mu. Turpmak tiks sanemti un

saglabati visi zinojumi, kas biis piekritigi Sai t€mai.
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Unsubscribe

sendString
sendInteger
sendDouble
sendBoolean

getStringData

getlntegerData

getDoubleData

getBooleanData

getLastStringData

getLastIntegerData

getLastDoubleData

getLastBooleanData

getLastTick

ParakstiSanas atcelSana. Turpmak tiks ignoréti visi zinojumi, kas biis
piekritigi Sai t€émai, ka arf tiek iznicinati jau agrak sanemtie
zinojumi.

Nosiita String tipa zinojumu noteiktai t€mai.

Nostita Integer tipa zinojumu noteiktai t€mai.

Nosiita Double tipa zinojumu noteiktai teémai.

Nosiita Boolean tipa zinojumu noteiktai t€mai.

Atgriez String tipa datus par noteikto t€mu un konkréta laika

momenta (tick).

Atgriez Integer tipa datus par noteikto tému un konkréta laika

momenta (tick).

Atgriez Double tipa datus par noteikto t€ému un konkréta laika

momenta (tick).

Atgriez Boolean tipa datus par noteikto t€mu un konkréta laika

momenta (tick).

Atgriez String tipa datus pe&dgja laika momenta (latest tick) par

noteikto tému.

Atgriez Integer tipa datus pedg€ja laika momenta (latest tick) par

noteikto temu.

Atgriez Double tipa datus pédéja laika momenta (latest tick) par

noteikto temu.

Atgriez Boolean tipa datus pedgja laika momenta (latest tick) par

noteikto temu.

Atgriez pedgja laika momentu (/atest tick) par noteikto t€mu.

D - slanis: Imitacijas modelu kopa (Simulation sub-model). Apak§Smodelis vai imitacijas

modelis ir jebkura programma vai algoritms, kas sanem vai nosiita jebkadus datus. Sads

apakSmodelis izmanto C-slana paplasSinajumu/spraudnu APl (Application Programming

Interface), lai nosiititu vai sanemtu datus no citiem modeliem. Lai nodro$inatu divu vai vairaku

simulacijas modelu (D-slanis) savstarpgju sadarbibu un datu apmainu sesijas laika, tiek

izveidota ECE slanu servisa kéde E (skat. 4. attels).

Turpmak tiek aprakstits ECE starpslanu mijiedarbibas algoritms.
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3.3.Funkcionalitates apraksts

VienkarSotas komunikaciju vides (ECE) A, B, C un D slanu sadarbiba ir att€lota BPMN2
diagramma (skat. A. pielikums). Diagramma ir att€lota sadarbiba starp diviem simulacijas
modeliem (D-slanis). Procesi, kas notiek katra slani imitaciju model&Sanas sesijas laika, notiek
paraléli. Procesi apmainas ar zinojumiem un signaliem, un process, kas notiek viena slani, var

ierosinat un/vai ietekmét procesu cita slani (Aizstrauts un Ginters, 2024).

ECE inicializacijas darbiba tiek aktivizéta D-slani, modelim nosttot signalu uz C-slana
atbilstoSo biblioteku. Ja modelis ve€las nosutit datus, tad tiek izsaukta atbilsto$a bibliotekas
komanda C-slani. Ja modelim nav nosttamu datu, vai arT simulacijas sesija ir beigusies, tad

tiek nositits signals, kas aptur modela spraudni C-slani.

C-slana procesus aktivize signals, kas tiek sanemts no D-slana modela. Sanemot signalu
par simulacijas sesijas uzsakSanu, C-slanis nodroS$ina savienojumu ar AMQP serveri. Kad tiek
sanemts datu zinojums no D-slana, no ta tiek izveidots neapstradatu datu objekts, kas tiek
parsitits uz B-slani. Datu objekta sanemsana aktivize B-slani, kura objekts tiek parveidots ECE
notacijas JSON datu formata, bet péc tam ka zinojums nosiitits atpakal uz C-slani. Turpmak
zinojums JSON formata tiek nosiitits uz AMQP serveri A-slani, atbilstoSi noteiktajai teémai
(AMOQP topic exchange). Ja C-slanis nav sanémis signalu par simulacijas sesijas beigam, tad
datu nosiitiSanas process turpinas, pret€ja gadijuma savienojums ar AMQP serveri tiek
partraukts. A-slani aktivizé datu zinojums, kas sanemts no C-slana. Zinojums tiek ierakstits
AMAQP kratuves rinda, kas atbilst noteiktai datu t€mai. Pec tam AMQP serveris parraida rinda

ievietoto datu zinojumu.

Nosititais zinojums turpmak nonaks pie modela, kuram tas ir nepiecieSams jeb kurs to ir
abongjis. Otra modela C-slant sanemtais AMQP zinojums tiek parversts iek$€jos neapstradatos
datos un atpazits pirms atkal tas tiks parvérsts JSON formata B-slani un nosiitits uz C-slani. C-
slani zinojumu saglaba attiecigas t€mas vietgja kratuve. Ja So procesu nepartrauc no D-slana
sanemts simulacijas sesijas beigu signals, tas tiek sadalits divos virzienos — vaicajums péc
datiem D-slani, ka arT tiek pagarinats konkrétas témas aboné&sanas laiks. Datu objekts ieksgja
formata tiek nostitits uz simulacijas modeli (D-slanis), bet zinojums JSON formata nonak A-

slant abonétas témas AMQP kratuve.

Turpmak tiks apliikots ECE lietojuma piemérs-fragments no Skopje velomarSrutu

planoSanas simulatora. ECE darbibas demonstréSanas nolika Sim modela fragmentam ir
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izveidota lietotaja saskarne, kas nav pieejama Skopje modeli.

3.4.Lietojums un diskusija

ECE lietojuma piemérs. Tick aplukots FUPOL projekta Skopje velomarSrutu planosanas
heterogéna un sadalita imitacijas simulatora fragments, kura komunikaciju nodrosina ECE. Tas
nav Skopje velomarSrutu simulators, bet gan ta starpprogrammatiira, kuras meérkis ir
demonstrét ECE lietojumu. Fragmenta uzdevums ir modelét noslodzi dazados marSruta
segmentos un laika apstaklus, lai velosip&dists varétu izveidot sev piemérotu marSrutu un

izveleties celojuma laiku.

Modela konceptkarte (skat. 5. att€ls) att€lo simulatora fragmenta objektus, kas nodroSina
nepiecieSamo funkcionalitati. VelomarSruta segmentu noslodzes simulaciju nodroS§ina uz
agentiem balstits RePast modelis. Laikapstaklu dati tiek generéti Python vide, savukart

imitacijas modeléSanas vadiba un informacijas vizualizacija ir Tstenota NetLogo.

Visi simulatora apak$modeli ir savienoti ar ECE, kas nodroSina komunikacijas un datu
apmainas iesp€jas. Modeli un pieprasijumi bibliotekam veido ECE D-slani. Katra modela
specifikacija (D-slanis) ietver komandas, kas nodroSina pazinojumu/datu nosiitiSanu un

sanemSanu (abonét/sutit/sanemt).

Modelétaja uzdevums ir ieklaut atbilstosas komandas modela programmas D-slana koda.

ECE dalas A, B un C ir arpus modelétaja interesu loka.

Communication

subscribe subscribe

send ;
send

send subscribe
RePast NetLogo
. : Control and
Loud simulation . N
Visualization

Weather conditions

S.attels. Sadalita imitacijas modela konceptkarte.

Celonsakaribu diagramma (CLD) (sk. 6. attels) apraksta simulatora fragmenta

funkcionalitates pamatus.



@ select @
affect
\ /
influence @ change

Calendar select Timetable

affect\A ‘mrlbe

6.attels. Marsrutu planoSanas funkcionalitates CLD diagramma.

Imitaciju modelis palidz velosipedistam izveleties atbilstosakos marSruta segmentus un
planot kop&jo marSrutu. Pieméram, marsruta segmenta izvéli ietekmé meteorologiskie apstakli,
kas var pasliktinat cela virsmas kvalitati. Savukart sliktos laikapstaklos noslodze marsrutos
samazinas, jo samazinas velobraucgju skaits. MarSruta noslogojumu ietekmé gadalaiks (ziema,
vasara) un kalendars (darba dienas vai brivdienas). Konkréta marsruta izvéli ietekmée art ta
noslodze, jo velosip&dista profili ir atSkirigi un tos nosaka atriblitu kopums: prasmes,
velosip@da veids, vecums, grupas lielums, bérnu klatbtitne grupa utt. Katrs atlasitais parametrs
var izmainit velosipédistu skaitu segmenta, kas savukart noved pie noslodzes izmainam.
Noslodzes palielinaSanas savukart samazina marSruta izvéles iesp&jamibu turpmakajas
iteracijas. Simulacijas sesijas sakotng&jie nosacijumi tiek korigéti ar realiem noslodzes datiem,

veidojot lidzsvarotu sistemu.

Simulatora vadibas panelis (skat. 7.attels) ir izstradats NetLogo, un nodroSina
nepiecieSamas parvaldibas un vizualizacijas iesp€jas. Lietotaja saskarnei ir tris sadalas —
vadibas riki (Control), kartes vizualizacija (Map visualization) un rezultatu panelis (Results)

(Aizstrauts un Ginters, 2024).

IestatiSanas poga inicializ€ modelu un ECE sadarbibu, tas ir, nosaka globalos mainigos un
aboné ECE sesiju. Turpmak visas globalo mainigo veértibas tiks sanemtas no citiem modeliem,
izmantojot ECE. ECE Netlogo spraudnis (C-slanis) asinhroni sanems datus par katru no

aboné&tajam t€mam un saglabas tos lokali ar laika Zimogu (zinojuma fick) (skat. 8. attéls).

C-slana bibliotekam simulacijas sesijas sakuma ir jatiek pievienotam ECE AMQP

serverim. Tas tiek paveikts ar komandu ece: init, un $aja gadijuma savienojums ir ar /ocalhost.

Poga Go inici€ un aptur simulacijas procesus. Celojuma datums un laiks ir manuali

mainami. Laiks tieck merits ka mintSu skaits diennakti, bet datums ir dienas kartas skaitlis

28



kalendaraja gada.

[ JON * NetLogo — fupol {/Users/artis}

Interface  Info  Code

5 [3 + o norma! speed Sl unratey
E o Mote = I i I Settings...
Edit Delete Add - continuous [
ticks: 3072
Simulation control : Weather conditions
m e, b [Precipitation || Wind
9 2 : WY & 0.1 mm 35m/s
Change simulation date ) i g .
2 . Temperature
[ — . -
DayOfTheYear 1 P, .8 g ok
Date
01-JAN
Time
MinuteOfTheDay 550 Number of cyclists on the road
500
Time @
09:10 i
v
Road infrastructure level 9
A Ny =
. » ; ¥ x 5
ROAD_a ROAD_d y & 9
2 - A Y | @
1 e v : . 743 =
- P g & 2
ROAD_b ROAD_e 3 n .
L v : P, : |
: 1 Road 6
ROAD_c ROAD_f P b i p
|1 'I 1 'I_ oad 1=a, 2=b, 3=c, 4=d, 5=e, 6=f.
Control Map visualization Results

7.attels. Velomarsrutu izveles simulatora vadibas panelis (Aizstrauts un Ginters, 2024).

Lietotajs var noteikt prasibas velocelinu parklajuma un infrastruktiiras kvalitatei ar
izvélném ROAD;. Saja modeli lietotajs simulé noslodzi sesos iespgjama marsruta segmentos.
Karte ir paraditi Cetri sakuma punkti/galameérki (P1, P2, P3 un P4), cel$ starp Siem punktiem ir
sadalits seSos segmentos (a, b, ¢, d, e un f). Segmentu noslodze tieck modeléta programma

RePast katram segmentam atseviski.

extensions [ece] to setup_ece

globals | ece:init "localhost"
last_temperature ece:subscribe "FUPOL_SIMULATION_weather_temp"
last_wind ece:subscribe "FUPOL_SIMULATION_weather_wind"
last_precipitation ece:subscribe "FUPOL_SIMULATION weather_precip"
new_cyclist data ece:subscribe "FUPOL_SIMULATION_new_cyclist_agent"
last_new_cyclist data_tick end

]

8.attels. NetLogo modela ECE iestatiSanas programmas kods.

NetLogo modela programmatiira (D-slanis) ieklauj vaicajumus C-slana bibliotekam (skat.
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9.attéls).

extensions [ece]
globals[last_temperature last_wind last_precipitation new_cyclist_data last_new_cyclist_data_tick]

to setup_ece
ece:init “localhost"
ece:subscribe “FUPOL_SIMULATION weather_temp"
ece:subscribe "FUPOL_SIMULATION_ weather_wind"
ece:subscribe "FUPODL_SIMULATION weather_precip"
ece:subscribe "FUPOL_SIMULATION_new_cyclist_agent"
end
to send_time and date
ece:sendMumber "FUPOL_SIMULATION time" ticks MinuteOfTheDay
ece:sendMumber “FUPOL_SIMULATION date" ticks DayOfTheYear
end
to send_road_configuration
ece:sendMumber "FUPOL_SIMULATION road_a" ticks ROAD_a
ece:sendMumber "FUPOL_SIMULATION road_b" ticks ROAD_b
ece:sendMumber "FUPOL_SIMULATION road_c" ticks ROAD_c
ece:sendMumber “FUPOL_SIMULATION road_d" ticks ROAD_d
ece:sendMumber "FUPOL_SIMULATION_ road_e" ticks ROAD_e
ece:sendiumber "“FUPOL_SIMULATION road f* ticks ROAD_f
end
to get_last_weather_data
set last_temperature ece:getLastMumberData “FUPOL_SIMULATION weather_temp"
set last_wind ece:getLastNumberData "FUPOL_SIMULATION weather_wind"
set last_precipitation ece:getlLastNumberData “FUPOL_SIMULATION weather_precip”
end
to get_new_cyclist_data
if last_new_cyclist_data_tick !'= ece:getlastTick("FUPOL_SIMULATION new_cyclist_agent")[
set new_cyclist_data ece:getlastStringData{"FUPOL_SIMULATION new_cyclist_agent")
set last_new_cyclist_data_tick ece:getLastTick("FUPOL_SIMULATION new_cyclist_agent")

1
end

9.attels. NetLogo modela D-slana specifikacija (Aizstrauts un Ginters, 2024).

Rezultatu paneli tiek paraditi Python programmatiiras generétie iesp&jamie laikapstakli
izveletajai dienai un laikam (nokri$ni, v&ja atrums un temperatiira), un tiek paradita stabinu
diagramma, kas att€lo potencialo noslodzi katra model&taja segmenta. AtbilstoSi noslodzes
rezultatiem, velosip&dists var pienemt lémumu ieklaut So segmentu sava marSruta vai ari to

ignorét.

Ta ka laikapstaklu simulacija ir izstradata Python programméSanas valoda, tad ECE
biblioteka (C-slanis) nodrosina Python modelim (D-slanis) nepiecieSamo ECE klasu kopumu.
ST modela galvenais uzdevums ir parraidit iespéjamos laikapstaklus, kas atbilst ieplanota

celojuma datumam un laikam.

Noslodzes simulacija tiek realizéta RePast Symphony p&c iepriek§ validéta algoritma
(Ginters, Aizstrauts et al., 2016). RePast C-slana bibliotéka ir universala, un to var ieklaut

jebkura Java lietojumprogramma. Lietotaja RePast modelis (D-slanis) ietver pieprasijumus C-
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slana bibliotekam, piem&ram, NetLogo un Python.

Aplikotaja pieméra, modelétajs uzdevums ir ieklaut ECE D-slana komandas apakSmodela
programmatiiras koda, bet augstakie ECE Iimeni nodroSinas nepiecieSamos komunikacijas

servisus (Aizstrauts un Ginters, 2024).

Diskusija. Ja modelétajam biis pietickamas zinaSanas, lai izstradatu uz NetLogo, RePast vai
citu imitacijas modeléSanas tehnologiju balstitu modeli, tad vinam bis arT nepiecieSamas
prasmes, lai iestradatu piekritigas ECE komandas modela koda. Veicamo darbibu sarezgitibas

lItmenis nav salidzinams ar prasm&m, kuras ir vajadzigas, lai stradatu ar HLA vidi.

Sadalita imitaciju modela veiktsp&ju nosaka modelétaja izstradatais ieklauto modelu
mijiedarbibas algoritms, jo ECE nodros$ina tikai komunikacijas iesp&jas. To paSu var attiecinat
uz HLA. Tomer var rasties jautajums, kurai no komunikacijas vidém — HLA vai ECE — ir

augstaka veiktsp€ja?

HLA reti izmanto reallaika lietojumprogrammas, jo HLA stiirakmens nav maksimala
veiktspgja, bet gan droSiba. HLA nodroSina atzvaniSanas (apstiprinasanas) funkciju, kas ir
ieklauta katra federacija. Tas palielina drosibu, bet vienlaikus arT skaitloSanas resursu noslodzi,
kas savukart izraisa kavéjumu komunikacija. ECE apraides mehanisms ir vienkarSaks un tadel
atraks. Ta ka ECE ir balstita uz AMQP protokolu, kas ir viens no atrakajiem, tad iesp€jamais
kavgjums ECE biis mazaks neka HLA vidé, jo ECE ietaupa zinojuma apstrades laiku,
nepieprasot zinojuma sanemsanas apstiprinajumu. AMQP ir butiski atraks ar1 par HTTP
(Hypertext Transfer Protocol), tadel, ja modelétajs izvieto imitacijas modeli timekli, ECE

nebiis iemesls veiktspgjas zudumam (Aizstrauts un Ginters, 2024).

Vai ECE ir pietickami atra reallaika lietojumam tehniskas sistémas, kad modelétajs

projekte digitalos dvinus IoT objektu kontrolei reallaika?

IoT lietojumprogrammas parasti izmanto “primitivakus” protokolus, piemé&ram, MQTT
(Message Queue Telemetry Transport), jo tehnisku sistému vadibai tiek lietoti 1saki datu
zinojumi. Ja ECE tiktu balstita uz MQTT protokolu, tad tas pilnvertiga izmantoSana sadalitu
un heterogénu imitaciju modeléSanas sisttmu projektéSanai biitu stipri ierobezota. Tomér
RabbitMQ uztur art MQTT, tapéc ECE pielagoSana tehnisku sistému vadibai neraditu biitisku
apgrutinajumu.

ECE nodroSina modelétajam sapratigu komunikacijas savlaicigumu, mérogojamibu,

modularitati, dro§ibu un veiktsp&u. Tomér, ja modeletajs velas izstradat sadalitas imitacijas
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modeléSanas sist€mas, kuras tiks izmantotas digitalo dvinu projektos kritiskas infrastruktiiras
vadibai vai dzivibai svarigu procesu nodroSinasanai, tad labak izmantot industrija labi un ilgi
validéto, standartizéto, ne€rto, sarezgito, dargo un “smago” HLA mehanismu, savlaicigi

iesaistot projekteSanas procesos augstas kvalifikacijas programmeéSanas inZenierus.

Mgginajumi “humanizet” HLA un aizstat to ar uz pakalpojumu orientétu arhitektiru SOA
(Service Oriented Architecture) kritiskos imitaciju modelesanas lietojumos joprojam ir bijusi

neveiksmigi (lagaru, 2022).

4. SECINAJUMI

Sociotehniskas sist€émas, kas caurvij miisu sabiedribu un tautsaimniecibu, ir sarezgitas, jo
tas ietekmé dazadi stohastiskie faktori, no kuriem visnozimigaka, bet ar1 visgriitak paredzama
ir cilvéka ietekme. Ipasi sarezgiti ir modelét atsevisku objektu uzvedibu un to mijiedarbibu.
Lai parbauditu dazadus situaciju attistibas scenarijus un noveért€tu miisu ricibas iesp&jamas
sekas, var izmantot imitaciju modeléSanu. Sarezgitus procesus un paradibas nevar imitét ar
viendabigiem jeb homogeniem simulacijas modeliem, tade] tiek lietoti sadaliti un heterogéni
imitacijas modeli. Biitiska probléma ir datu apmainas nodrosinaSana starp Siem modeliem un

to darbibas koordinéSana model€Sanas sesijas laika.

Tas ir parsteidzosi, tacu sadalitu imitacijas modelu projektéSanai joprojam tiek izmantota
HLA vide, kas nav pieejama modelétajiem bez 1paSam zinasanam un labam prasmém

programmeésanas inZenierija (Aizstrauts un Ginters, 2024).

Augstak minéta probléma kaveé adekvatu ricibpolitikas 1émumu pienemsanu un dazadu
attistibas scenariju novertéSanu jebkura nozar€, jo modelésana klist atkariga no specifiskam
programmatiiras izstrades prasmém. Lai stradatu ar HLA vidi ir papildus jaiesaista augstas
kvalifikacijas programmésanas inZenierijas specialisti. ST ir probléma, kas traucé ieviest
imitaciju model€Sanu lémumu un seku novérté€sana, it Tpasi organizacijas, kas nav tehniski
orientetas, ka, pieméram, pasvaldibas, ministrijas vai citas parvaldes institticijas.

Otra iespgja - izmantot kadu no daudzfunkcionalajam, bet slégtajam simulacijas vidém,
apdraud izstradato simulatoru ilgtsp&ju, jo klust atkariga no ekskluziva produkta piedavataja,

un nelauj ieklaut sadalita modelt ar citiem simulacijas rikiem raditus modelus.

17 gadu laika ir izstradata un validéta sadalitu un heterogénu imitacijas modelu
VienkarSotas komunikacijas vide (ECE), kas ir pieejama un &rti lietojama dazadu nozaru

profesionaliem bez Tpasam programmesanas inZenierijas prasmem.
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Ir izstradata elastigu protokolu un datu formatu kopa, kuru izmainas neradis problémas

simulacijas modelu ilgtsp€jas nodrosinasana.

Vairaku slanu atvérta ECE arhitektira nodroSina dazadu simulacijas tehnologiju

savietojamibu un heterogénu modelu mijiedarbibu.

ECE prieksrocibas ir tas izmantoSanas iesp&jas ne tikai sadalitu imitacijas modeléSanas
sisteému izstrad€, bet ar1 datu apstrades apakSsisttmu sadarbibas nodrosinasana, tapéc ECE

auditorija ir ne tikai p&tnieki un modelétaji, bet ar1 sadalitu datu apstrades sistemu projektétaji.

ECE koncepts un funkcionalitate ir validéta vairakos nacionalos un Eiropas Komisijas
finans€tos zinatniskas pé€tniecibas projektos, savukart petijuma rezultati ir publicéti dazados

avotos un par tiem ir zinots starptautiskas zinatniskas konferences.

Autors uzskata, ka promocijas darba uzdevumi ir izpilditi, un mérkis “Nodrosinat iespéjas
modeletajiem bez specifiskam zinasanam un prasmém programmeésanas inzenierijda, konstruét
sadalitus un heterogénus imitacijas modelus, balstoties uz atvertas un vienkarsotas
komunikdciju vides konceptualu ietvaru” ir sasniegts. Promocijas darba izstrades rezultati

atlauj aizstavet formulétas pamata tezes.

Pagaidam pietriikkst ECE metodisko un macibu materialu, ka arT nav izstradatas pietickami
plasas simulacijas riku bibliotekas, tomér autors turpinas darbu pie So nodevumu

sagatavoSanas.

Nakamais petijumu attistibas solis biis ECE piemérotibas validacija sadalitu un heterogénu
simulacijas modelu savienoSanai ar Beijesa tiklu, lai modelétu iesp&jama kiberapdraudejuma

izplatiSanos datu parraides tikla.

PATEICIBAS UN APLIECINAJUMI

Autors izsaka pateicibu Vidzemes Augstskolai un Rigas Tehniskas universitates
Informacijas tehnologiju instititam par atbalstu ECE pétijumu istenosSana.

ECE izstrade ir bijis loti ilgs projekts, tapeéc autors vélas pateikties ne tikai saviem
kolggiem, kuri iztur&ja nebeidzamos ECE uzlabojumus un modifikacijas, bet ari vinu gimeneém,

kuras samierindjas un atlava viniem veltit laiku ECE pétijumiem.
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ECE slanu sadarbibas BPMN2 diagramma
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ECE slanu sadarbibas BPMN2 diagramma (turpinajums)

=
= Signal toinitialize s"w“:x“w”
E ECE plugein z
=
=
c
2 -
g |Receives  Contirue the
read? signal | dam simulation?
§ toread | message
o data | object
o e
T
a_ : ECE plug-in initlalize b
| SEREmEEd T e e e .
5 | Binds callback function for the Topic |
= 1 Recsives ! Continue
2 : SeNdEraw messagein !
g ‘ ECE 1SON |
|
"
]
g
- ]
]
g -
|
E |
&=
—_
o
s
o
]
= t
8 |
8 |
2 |
=
s |
iz ' '
E | Raw format ISON format
£ I ECE ECE
- | message message
u"'_.u | received sent
=
|
E Receives
3 message lo
E create
o queue and
.E bind
E AMQP topics
£ and queues
g
<

40




B. PIELIKUMS. PIEKRITIGAS PUBLIKACIJAS

Aizstrauts, A. (2024). An Easy Communication Implementation of Heterogeneous and
Distributed Simulation Models [Zenodo]. https://doi.org/10.5281/zenodo.13925452

41


https://doi.org/10.5281/zenodo.13925452

1. Ginters, E., & Silins, A. (2007). Multi-level approach for environmental
systems modelling in the Ligatne Natural Trails. WSEAS Transactions on
Systems, 6(4), 795-801. Retrieved from
https://www.researchgate.net/publication/297118169 Multi-
level approach for environmental systems modelling in the Ligatne

Natural Trails

42


javascript:void(0)
javascript:void(0)

WSEAS TRANSACTIONS
on SYSTEMS

Issue 4, Volume 6, April 2007
155N 1109-2777 http: /A Wseas.org

Wsgad

On the Applicution of the Law of the Itepated Logarithm in Open Ouencing Networks
Sondives Minkevicing, Crenadijus Kuhienis

Analyses of Raman Lidar Calibration Techniques Hased on Water Vapor Mixing Ratie

Mensuremenis
Daniete Viviens Viedeteson, Yorghoa Wa, Leona Clardey, Sorye Grosy, Fred Moshory, Soavie Afeed

The Characteristic Analysis of a dane Positioning Actualor
Jimg-Seck Rho, B Kyo Jung

Muodels for Supporting Sea Transportation Kxolution: A Case Study for an International
Harbor Svsivm
Piero Giribone, Frafoesea (e, Baberto Revetria, Alessandre Catania

Ietermine MTTE by Monte Carlo Simulation for a 2e0d Safely Keluiod Sysiem
1. Burcxak, P, Holub

Pulze Meaznrement Based on Moire [iagnostic Sysbem
L hien-Yue Chen, Ching-Thiang Lin, Rong-Seng Chang, Cheng-Deng Koo

A Clusiering Algorithm for Distriboted Time=Series Dutn
{Chengan L Tiepun Wu -

The New Application of Kelaxed Look-ahead Pipelined Adaptive Canceller in Anfi-jamming
GPS Receiver
W L Mae, 0. P Lin, F. R Chane IF. W Tae

A Comprehensible Revision of Silver-Meal Hewristic for Practitivners Learning Lot-Sioe Proldem
Singe Wang Chi

Fauli-Tolerant Emulation of o Class of Regnlar Graphs in Hypercobes
Jen-Chih Lin, Steven K., Lo, Huan-Chae Keh, Kign-Lin Lan

Skew Effect Modeling snd Anualysis [or the Yibration Mabor with Skew Rotor by the Perindic
Convolntion Technique
iom-Lang Koo, Fama- Yo Hang

43

13

51

s

e

i)

a3

T

711




[

Two.Phase Linear Brushiess Machine Control Approach via Recurrent Furzy Neoral
Metwork Theory
Tizti-Loong Ko, Zen-Shan Chang, Jions Der Lee

Operational Amplifier Phase Error on the Wien Bridge Dseillator Behaviour
. Mechergui

Emergency Escape Vehicle and Module Design for Space Shuttle and Space Station
Stinn-Wen Cheng

Expericnce-based Experts Weighting in Interfirm Trost Evaluation
Hui 13, Xigng-Yong LL Jun Wasg

Tsulativn of Transactions in Temporal Databases Supporting Concurrent Simulution
I Fony Youne Johm €. Peck 1 Seeve Devis ¥

o a Class of Systems Describing Tumer Anti-angiogenesis under Gompertgan Growih
Urizuly Ledzewicr. Heine Schamler

Varlahle Speed Drive Structures and Benefits in Cooling Tower Fans Applications
Yirolae Mumiean, Alemndm Hedes, Sever Scradon, Rudu Babau

i -I:tmnnil: Analysls Study of an Industrial Power System with ITigh Power Adjustable Speei Drives
wivedie Muntean, Alerandry Hedes, Sever Scridon

dimution of Liguefaction Potential using Geostatistics in Eskisehir
akae Uvignecgil, Suheyla Yerel, Adnan Konuk

elected Problems of Advanced Manufacturing Technology Projects Adoptivn
Fosel Hynek, Vacloy Janecek

Multi-level Approach for Envirvnmental Systems Modclling in the Ligame Natural Tralls
Foonily Ganters, Artis Sins

weadiction of Conerele Compressive Strength using Evolved Polymoimial »eurl Metwnrks
© Humid-dodel, A damoeli, X, Norman-Zodely, HAkborodel

simulation Sofware for Parallel Robots Design
Fair Lodrogar, Said Zeghlond, Ladf Romdhane

Ohject Manipulation Task with a Dextrous Mechanical Hand Includibg Bepgrasp
TP Gazegn, & Fephloud, A, Femandez, M At

Architecture and Performance of a Power Management Svsiem for Multiple Compressor Solar
lee-mnakers
Mickae! P Theodoridis, Perros Axaopoulas

7l

136

753

Thi

TRO

787

795

MR

E15

113

44



Multi-level approach for environmental systems modelling in the
Ligatne Natural Trails
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Abstract: - The Gauja National Park (Latvia) was established in 1973. The Gauja National Park focuses
mainly on nature protection, but it is also used for educational and leisure tourism. The Ligatne Natural Trails
was founded in 1975 as an integrated tourism object for recreation and ecosystems research giving possibility
for introduction with flora and fauna, which is typical for Latvian regions. The Ligatne Natural Trails is a part
of the Gauja National Park. There exist different routes ensuring movement the visitors either by foot or by
car. The total amount of visitors and cars are permanently growing. Therefore, one of the tasks is intelligent
planning of exploiting of the nature resources, which can be solved using multi-level approach involving the
structural modelling (LISTechnology), simulation of macro processes (EXTEND) and estimation of the
critical resources using agent-based simulation tools (NetLogo).

Key-Words: - Agent-based simulation, Discrete event systems simulation, Environmental systems, EXTEND,

LISTechnology, NetLogo, Sociotechnical systems

1 Introduction

The Gauja National Park (Latvia) was founded in
1973 [1]. The park includes the primeval valley of
the Gauja River with its tributaries forming a
particularly original 91745 ha landscape. On the
banks of the rivers and brooks, there are the biggest
Devonian outcrops in Latvia — sandstone cliffs,
rocks, and caves. The Gauja National Park focuses
mainly on nature protection but it is also used for
educational and leisure tourism.

The Ligatne Natural Trails was founded in 1975
as an integrated tourism object for recreation and
ecosystems research  giving possibility  for
introduction with flora and fauna, which is typical
for Latvian regions. The Ligatne Natural Trails is a
part of the Gauja National Park. There exist different
routes ensuring movement the visitors either by foot
or by car. The total amount of visitors and cars are
permanently growing. The problem mentioned
above asks for expanding of parking and traffic
dispatching. Permanently growing amount of
visitors makes pressure on functioning of ecosystem
and regeneration possibilities of lawns in sightseeing
places. Therefore, potential workload forecasting of
tourism object, which depending of tourists flows
intensity, becomes important.

The modelling can be done at static and dynamic
stages (LISTechnology). The infological modelling
can be implemented in the static stage to recognise
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the main tourist and car flows. The operating of the
tourism system firstly can be analysed at macro
process level granting possibilities for transparency
of the all processes carried out in the tourism object.

At this level, the tourism system can be simulated
as discrete event system (EXTEND) for
determination of the throughput of the system. Other
question is the influence of the tourist flows
intensity on the regenerating capabilities of nature
resources.

To analyse and forecast the critical situations in

ecosystem at the micro process level another

approach based on agent-based simulation

(NetLogo) can be used.

2 Multi-level approach in

sociotechnical systems modelling
Simulation  professionals  have  significant

experience in simulation of the technical systems
due invested serious funding into development of
the simulation environment, because any upgrade or
optimisation of the manufacturing operations ensure
appropriate increase of the profit or competitiveness.
The technical systems mostly cover mechanisms,
processes, procedures, and systems operating in
conformity with predefined algorithms. The
simulation tools oriented to such a system modelling
are prevalent. Many tools and environments



existing, which are oriented to discrete, continuous
and hybrid systems simulation: Arena, EXTEND,
Witness, AutoMod, Promodel, Simul8, and other.

Social systems involve people with their manner,
values, behaviour, style and relations, laws and rules
or other like biologic and environmental systems.
These are systems for which changeable algorithm
of functioning is typical and controling of the
external perturbations is very significant unlike
technical systems simulation, where human factor is
respected minimally.

Sociotechnical systems are manageable systems
respecting  human and/or  biologic  and/or
environmental factor role, mutual assistance and
influence on joint functioning of the both systems.

The Ligatne Nature Trails was established in 1975
in order to acquaint visitors with nature, mammal,
and plant species characteristic for Latvia, nature
diversity, and protection. It is located in the territory
of the Gauja National Park. On the banks of the
Gauja River and in the middle of wooded glens,
trails of more than 5 km are arranged.

By choosing the trail along the Gauja River, wild
nature trail, or the route for visitors with cars, it is
possible to get to know landscapes characteristic for
the Gauja River valley and to see the animals have
been brought from various places of Latvia [2].

Infological Model

STATIC LISTechnology
EXTEND
DYNAMIC
NetlLogo

Fig.1. The architecture of Ligatne Natural Trails model

In this case are two kind resources, which are
critical for operating of the tourism object. Firstly,
those are the parking places along trails and scenic
routes. Each route has their throughput (cars or
tourists per time unit). Functional model in this case
can be described as discrete event system and can be
simulated in EXTEND environment for instance.
Other critical resource is capacity and quality of the
sight place. Under the quality we understand the
capabilities of regenerating of the nature resources
(lawn, for instance) in given area influenced by the
flow of the tourists with predefined intensity. In this
case would not be so easy to create a useful model in
EXTEND, therefore agent based approach can be
used and NetLogo environment have been selected
(see Fig.1).

The tourism system mentioned above is a typical
sample of the sociotechnical system.
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Macro Process Model

Micro Process Model

3 LISTechnology — methodology for

the systems structural modelling

Due to the development of distributed and
complicated tourism systems, designing of which
requires remarkable financial and time resources, the
necessity for designing methodologies in order to
ensure the transparency of the project, is becoming
topical. After all, the persons who pay for the project
wants also to understand what is going on in this
project. For this reason the systems structure
analysis and designing methodology LISTechnology
some years ago was created [3].

The methodology named LISTechnology was
developed to promote a clearness and transparency
of the project for the customer's administration and
serves for both systems’ analysis and designing
needs. One of the typical application fields of
LISTechnology is logistics, therefore it well suited
for the tourist, and cars flow description in the
Ligatne Natural Trails.



Analysis of the system by means of
LISTechnology can involve of three stages:
STATIC, DYNAMIC, and EXPERTISE stage (see
Fig.2), because in some cases more detailed

METHODS

Simuilation

DYNAMIC

Process Anelysis

EXPERTISE

exploring of the system elements does not necessary
and last step can be left.

OBJECTS

Critical Confours

Typical Macro and
Micro FProcesses

Infological Modelling

STATIC
LEVEL

Information Objects
and Inportant Links

Fig. 2. The architecture of the LISTechnology

Splitting of the goal system into sets of the objects
and the important information links is implemented
at the STATICS stage, where the logical structure of
the goal system is described in the form of the
infological model. The main task at the current level
is determination of important objects and describing
of an initial structure of the goal system.

The graphical representation is accomplished in
the forms of Communication Diagrams, Data
Diagrams and Interface Tables. Communication
Diagrams are used for graphical and structural
presentation of the goal system model with a
necessary level of abstraction, and consist of
information objects and information channels among
them. Data Diagrams reveal precise hierarchical
subordination of the objects, but Interface Tables
involve most important data transferred among
objects. At this modelling level is possible to
consider about total capacity of the modelling object
and to reduce some redundant information flows,
which only bother normal operating the object.

The representation of the goal system by the set of
typical processes is implemented at the second,
DYNAMIC stage of analysis, where the dynamic or
processes form of the logical structure is presented.
The graphical representation mostly is performed
using Macro Processes Level Diagrams (MPLD),
but in case, if more detailed description is required,
the Processes Diagrams are used. It is the main
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level at which the overall goal system model
functioning is described. As input for those process
models serves infological model created at higher
level of abstraction at STATIC level.

At the EXPERTISE level a quantitative
parameters of the structural elements are estimated,
and it would be done, if necessary, using simulation
means. Usually in such a way the quantitative
analysis some of resources or contours, which are
critical for some of criterions: expenses, capacity,
dimensions, viability, service time, and other
parameters are carried out.

4 Logistics modelling at macro

process level in Ligatne Natural Trails
The architecture of the Ligatne Nature Trails
system at STATIC level can be described as

S =<L,R>, where L - the set of trails and
routes, which linked objects of the R set, but R -

the set of parking places R;, marked by squares

and sight places Ré marked by grey circles (see
Fig.3).

The set of links L consists of Nature trail with
wild animals 5.5km, Gaujmala trail 2.0km, Wild



nature trail 1.3 km and Scenic route for visitors with
cars 5.1 km.

In conformity with the Communication Diagram’s
created before functioning of the logistics system at
the macro process level can be described using Buhr
notation given detailed enough presentation about
process going on in the tourism object [4].

Macro Process Level Diagram shows general
model of operating allowing description and
modelling throughput of routes and capacity of
parking places, which are critical resources of
logistics system in Ligatne Natural Trails.

Katrinas s
lezls [ /7NN
[ ,\\ A\ R
j \
\
i

Fig. 3. Infological model of the Ligatne Nature
Trails system

Further, this model can be transformed to EXTEND
environment.

EXTEND is designed from the ground up to be a
flexible, extendable discrete event system simulation
tool. It can be used to model every aspect of an
organization at all levels of expertise - from
manager to engineer/scientist and from novice to
professional modeller [5, 6].

EXTEND has an interactive and graphical
architecture that is combined with a robust
development environment. EXTEND’s modern,

advanced design and rich feature set reduces the
amount of time for developing, validating, verifying,
and analyzing the simulation models. Model
builders can use EXTEND’s pre-built modelling
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components to quickly build and analyze systems
with little or no programming. Simulation tool
developers can use EXTEND’s built-in, compiled
language, ModL, to develop new reusable modelling
components.

In routing model of the Ligatne Natural Trails the
following initial parameters are defined: total
amount and capacity of each parking place, amount
and capacity of sight places, average amount of
visitors arrived by car, amount and throughput of
pedestrian trails, amount and throughput of car
routes and some statistics data mostly involving
arrival and departure distributions of cars at tourism
object (see Fig.4).

After detailed estimation of the collected data, it
was supposed that intervals between visitor cars
arriving are distributed exponentially. Of course, it
is only statistical assumption with allowable
probability and confidence, therefore simulation can
gives only approximate results. If modeller would
like to obtain results that are more precise, and
especially for validation of the model, then it is
possible to create their own generator based on some
constant distribution generators federated in joint
set. In such a set each constant generator will works
in conformity with its own time schedule creating
real flow of the visitors car interarrival distribution.

The Ligatne Natural Trails working hours are
limited, because it would not be right-minded
solution to attend wild animals during the night.
Therefore, the Entrance and Booking must be closed
at least one hour before closing the park giving
possibilities for visitors to finish their travel. In
EXTEND model it is achieved by queue with
splitting outputs. Before deadline, the items arriving
are transferred to the Entrance block. Otherwise,
items are transferred out of the model.

The Booking is located at the parking place R;‘;

(P4) and if total capacity of parking place is
exceeded the visitor can decide to stay and wait a
little bit or to go back. After booking, which takes
some minutes the visitor have a chance to get to the
Scenic route, but before the current situation in
whole route must be estimated. Only four parking
places are allowed on the one-way Scenic route with
predefined total capacity. It is declared, while first

parking place RII, (P1) is overloaded, the main gate

.. 4
must be closed, and car must wait in R P

The buffering element (first-in-first-out queue
with declared minimal waiting time, necessary for
sightseeing) is used for simulation of sightseeing
and parking, for instance Sightseeing PI. If queue is



full then the signal about busy parking serves as
feedback closing the main gate of the Scenic route.
After getting on the one-way Scenic route, the
visitors have some scenarios: to go directly to the
parking located close by some specific animals; to

Cvzad T

go to first free parking place on the route; to have
slow some minutes driving to trail Exit. Any parking

place R;) can be selected only if it has free places.

E ROUTE BUSSY
o
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o
“sitors P1
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“dsitors P33

PARKING P1

“sitorf P2
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i
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Sightseeing P2

PARKING P2

Fig. 4. Car routing model of Ligatne Natural Trails in EXTEND

Using the routing model (see Fig.4) the necessary

capacity of the parking place R;; can be calculated,
if intensity of the tourists flow (tourists per hour)

isI". Tt can be recognized, how long the delay will
be for waiting in the queue to get on the Scenic route
with the car. The same manner is possible to plan
the size of the sight places.

The current approach provides initial data for the
second task formulated in previous chapters. It is the
task related with forecasting of the regeneration
capabilities of the nature resources of the sight place
for instance. This simulation task is implemented at
the micro process level. The intensity of the tourist

flow I/ , which affected the environmental situation

in sight place R U , serves as initial data for agent-

based simulation.
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5 Agent-based simulation
environment NetLogo for critical
resources modelling

5.1 NetLogo Fundamentals

NetLogo is a programmable modelling
environment for simulating natural and social
phenomena. It was authored by Uri Wilensky in
1999 and is in continuous development at the Centre
for Connected Learning and Computer-Based
Modelling [7]. It is particularly well suited for
modelling complex systems that are developing over
time. Modellers can give instructions to hundreds or
thousands of independent "agents" all operating
concurrently. NetLogo is written in Java, so it can
run on all major platforms as a standalone
application. Individual models can be run as Java
applets inside a web browser.



Some basic NetlLogo terms are explained below to
understand the model description.

The NetLogo “world” is made up of agents. Each
agent can carry out its activity, all simultaneously.
In NetLogo, there are three types of agents: turtles,
patches, and the observer. Turtles are agents that
move around in the “world”. The world is two-
dimensional and is divided up into a grid of patches.
Each patch is a square piece of "ground" over which
turtles can move. In NetLogo, commands and
reporters tell agents what to do. A command is an
action for an agent to carry out. A reporter computes
a result and reports it. Variables can be a global, a
turtle variable, or a patch variable. Buttons in the
interface tab provide an easy way for interactive
modelling. NetLogo plotting features let creating
plots to promote understanding, what is going on
during simulation. Set of primitives allows
interacting with outside files, which is great
advantage of NetLogo over StarLogo or Agentsheets
for instance [8].

5.2 GRASS Logo — simulation model for
decision-making support

An intensity of tourist flows I affected sight

places Rs were determined as initial conditions for

current modelling level during previous steps of the
modelling.

How high will be the grass during selected period
if meteorological conditions will be given and
tourist flows intensity will be predefined? That is the
problem for decision-maker, who must plan the
tourism object operating and work load of the
service staff.

Simulation model GRASS Logo utilizes three
basic  meteorological factors temperature,

humidity, and trample, which is the function of 1 .
All conditions are average values. The model
notices the following basic relations:
e Higher temperature and lower humidity — grass
height reduces fast;
Higher temperature and higher humidity — grass
grows fast;
Temperature below zero — grass does not grow;
The natural grass growth is affected by trample,
which always reduces grass growth.

The GRASS Logo model starts with variables and
“world” initialization clicking button “Setup” (see
Fig.5). During initialization optimal grass height is
given, the “world” is drawn and values to the basic
variables are assigned.

v & (mm— > G5 car.

=
Setup

i
Frint Char1

Grass height Growth progress
5 0.0090

Chart1

T

0 Time
Chart2

=
)
o

Progress

@

terp 5
——————————— 1
trample 28

Fig. 5. Simulation desktop of the GRASS Logo model

Further, by clicking the “Start/Stop” button, is
possible to launch or to stop the iteration of the
simulation. The “Start/Stop” button calls the
procedure “go”. Procedure “go” describes main
simulation process. During this process the speed
and the density of the rain are calculated, which are
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related with given humidity. New drops are made on
the modelling desktop by calling the procedure
“new_drop”. Then all “drop” agents are moved
forward and the drops gained the ground are erased.
The growth calculation is done and the colour of the
sun, which depends of air temperature, is



determined. Changes of all factors (temperature,
humidity, trample, growth progress) are shown on
the plots. To continue the simulation this procedure
can be looped.

Button “Print Charl” exports “Chart 1” to the
output file. Curve “Chart 1” shows values of “femp”,
“humidity”, “trample”, and all growing progress.
Curve “Chart 2” — shows value of the variable
“factor” representing growing.

Sliders “temp”, “humidity”, and “trample” ensure
manual changes of the variables assigned during
iteration.

The picture in the middle of simulation desktop is
“world”, where the agent’s live.

The example shows, how the growth of the grass
is calculated (see Fig.6).

1. set factor factor - 0.001 * trample

2. set factor factor + 0.0003 * humidity + 0.00125

* temp

set progress progress + factor

4. if factor < -1 and statuss > -12 [set statuss
statuss - 1 set factor 0 grow_down]

5. if factor > I and statuss < -1 [set statuss statuss
+ [ set factor 0 grow_up]

6. if factor < -1 or factor > 1 [set factor 0]

w

Fig. 6. Extract of GRASS Logo model code

A new value to variable “factor” is assigned. It is
calculated using formula: factor - 0.001 * trample.
Then a new value to variable “factor” is assigned
again. It is calculated using formula: factor + 0.0003
* humidity + 0.00125 * temp.

A new value to variable “progress” is assigned. It is
calculated using formula: progress + factor. If
“factor” is less than -1 and “statuss” is greater than -
12 then it reduces variable “statuss” by 1, sets zero
to the variable “factor” and calls procedure
“grow_down”.

If “factor” is greater than 1 and “statuss” is less than
-1 then it increases the variable “statuss” by 1, sets
zero to the variable “factor” and calls procedure
“grow_up”. If “factor” is less than -1 or greater than
1 then zero to variable “factor” is assigned.

Such a simple interactive simulation model is
easy for operation, but sometimes very useful for
decision-making.

During validation of the GRASS Logo model the
chi-square and Kolmogorov-Smirnov tests given
satisfactory results, which approves that the model
of course is not absolute precise, but can be used for
forecasting credible enough.
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6 Conclusion

Sociotechnical systems are manageable systems
respecting  human  and/or  biologic  and/or
environmental factor role, mutual assistance, and
influence on joint functioning of the both systems —
technical and social.

Tourism systems are typical samples of the
sociotechnical systems.

To select suitable modelling environment some
requirements must be respected. Those are the
transparency of the project designing and running
for non-programmers and applicability for analysis
not only classic logistics processes, but also social
phenomena or tasks of environmental protection.

Selected tools LISTechnology, EXTEND and
NetLogo correspond to the requirements mentioned
above and allow elaborating the multi-level
simulation model for tourism objects operation
analysis at the Ligatne Natural Trails.
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Abstract: - Growing complexity of the systems determines the important rule of the simulation, because
specification possibilities of classical analytical methods are quite limited. The analysis and operation of the
real sociotechnical systems ask for cooperation among experts of technical and social (environmental)
systems. Serious amount of simulation tools and simulators are created for modelling technical as well as
social systems, nevertheless designing of heterogeneous and distributed simulation models is still difficult.
One of the reasons is lack of suitable techniques for communications and synchronization of the various
models inside the joint systems model. The authors offer the CORBA solution for communication inside
distributed simulation model of Ligatne Natural Trails - an integrated tourism object for recreation and
ecosystems research.

Key-Words: - Agent-based simulation, Discrete event systems, Distributed simulation, Communication
environment, Sociotechnical systems, EXTEND, NetLogo, CORBA, HLA

1 Introduction simulators are created for modelling technical as
well as social systems allowing to design
continuous, discrete, time-driven, event-driven and
other = models, nevertheless designing  of
heterogeneous simulation models is still difficult.
One of the reasons is lack of suitable techniques for
communications and synchronization of the various
models inside the joint systems model.

Growing variety and complexity of systems
determines the important rule of the simulation,
because specification possibilities of classical
analytical methods are quite limited. Moreover,
solutions of designed models in real time are close to
problematic.

Changes in thinking and understanding supported
by the growing computational performance allow
approximating the actors of engineering and social
knowledge step by step. Although with displeasure, 2 Simulation of the Ligatne Natural
they must confess that analysis and operation of the Trails

real sociotechnical systems, especially stochastic, The Gauja National Park (Latvia) was founded in
cannot be substantial without equal notice of both 1973 [1]. It focuses mainly on nature protection and
technical factors and social (environmental, educational and leisure tourism. The Ligatne
biologic) phenomena. Natural Trails was founded in 1975 as an integrated

The technical systems are mostly closed, but self- tourism object for recreation and ecosystems
organization and changes in the structure of the  regearch giving possibility for introduction with
model during the session are not typical for them. flora and fauna, which is typical for Latvian regions.
Unlike the social systems, whose are cognitive and The Ligatne Natural Trails is a part of the Gauja
the result of the activity can depend on the new National Park. There exist different routes ensuring

knowledge obtained during the previous iteration  yovement the visitors either by foot or by car. The
and huge amount of important perturbations and  (ta] amount of visitors and cars are permanently
inputs. Serious amount of simulation tools and growing. The problem mentioned above asks for
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expanding of parking and traffic dispatching.
Permanently growing amount of visitors makes
pressure on functioning of ecosystem and
regeneration possibilities of lawns in sightseeing
places. Therefore, potential workload forecasting of
the tourism object, which depending of tourists
flows intensity, becomes important. In 2006 two
separate simulation models were elaborated [2] (see
Fig.1).

Communication
Environment

! !

EXTEND NetLogo

Environmental
Protection

Logistics
Schema

Fig. 1. Structural model of simulation system of the
Ligatne Natural Trails

First - for throughput analysis of the trails and scenic
routes, and planning the parking places. Functional
model in this case was described as discrete event
system and was simulated in EXTEND [3]. The
second model was provided for estimation of other
critical resource as capacity and quality of the sight
place. Under the quality we understood the
capabilities of regenerating of the nature resources
(lawn, for instance) in given area influenced by the
flow of the tourists with predefined intensity. In this
case agent based approach was used and NetlLogo
[4] environment was selected. Only one problem
still remained related with communication and
synchronizing the separate models located on
different places and operated in the real time.
EXTEND [3] is modelling environment
supporting modelling, analysis and optimisation of
the discrete-event and continuing processes. The
environment is relatively open and well-linked with
MS Office. It is possible to create user’s
component’s using embedded ModL language,
which is similar to C language. EXTEND allows the

communications with ODBC, ActiveX and C
classes.
NetLogo [4] is multi-platform multi-agent

programming and modelling environment designed
mostly for analysis of environmental systems and
social phenomena. NetLogo is created in Java
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ensuring the platform independent environment,
possibilities of object-oriented structuring and good
programming options. NetLogo allows designing
different extensions for communication with outer
environment.

To ensure interoperability and information
exchange among the models the convenient
communication environment is necessary.

3 Communication environments

Some communication environments and algorithms
of collaboration of the distributed systems and
agents were analysed to find more convenient of
them by the following criterions: performance of the

operation,  less-consuming  contribution  for
connecting the separate models to the
communication environment and maintenance

possibilities, and support of the solution. The
following environments have been selected:

Aggregate Level Simulation Protocol (ALSP) [5]
— both software and a protocol, is used by the United
States military to link analytic and training
simulations. The main components of ALSP are
Infrastructure Software for distributed runtime
simulation support and management and Interface —
the set of data exchange message protocols for
interaction among objects represented in different
simulations. Really ALSP is predecessor of the HLA
(High Level Architecture) [6];

Common Object Request Broker Architecture
(CORBA) [7] — the standard elaborated for joint
communication the programmes written in different
languages. To achieve this aim the interfaces of the
modules must be specified in conformity with the
requirements of the Interface Definition Language
(IDL). IDL specifications are accessible for C, C++,
Java, COBOL, Smalltalk, Ada, Lisp and Python,
which made this mechanism well suited enough.
Nevertheless, the CORBA environment asks for
centralised synchronisation that made distributed
simulation systems vulnerable, but it is important
only in some specific cases;

The Foundation for Physical Intelligent Agents
(FIPA) specifications [8] are a collection of
standards which are intended to promote the
interoperation of heterogeneous agents and the
services that they can represent. Many of the ideas
originated and developed in FIPA are now coming
into sharp focus in new generations of Web/Internet
technology and related specifications. FIPA
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standards for agents and multi-agent systems were
officially accepted by the IEEE in 2005. It was
decided to look on those specifications into the
wider context of software development and integrate
with non-agent technologies. In close future this
approach would became one of more exciting ways
for communication of the different systems.

High Level Architecture (HLA) [6] is concept of
the architecture for distributed simulation systems.
HLA ensure interoperability and reuse among
simulations. It consists of Rules that simulations
(federates) must follow to achieve proper interaction
during a federation execution; Object Model
Template (OMT) that defines the format for
specifying the set of common objects used by a
federation (federation object model), their attributes,
and relationships among them; Interface
Specification (IFSpec), which provides interface to
the Run-Time Infrastructure (RTI), which can be
distributed and ties together federates during model
execution. The distributed time management can be
done, because all federates’ nodes directly undertake
synchronization roles. Therefore, the total
simulation is more quickly and the system is safer,
unfortunately, implementation is more complex and
laborious.

In addition, each of the environments and the
protocols have their own lacks, nevertheless,
respecting the criterions of the selection declared
above the most convenient environment would be
CORBA.
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4 CORBA

collaboration
The CORBA architecture is shown in Fig. 2, where
the following items are mentioned [9]:

use for simulators

Object — a programming entity that consists of an
identity, an interface, and an implementation, which
is known as a Servant;

Servant - an implementation entity that defines the
operations supported by CORBA IDL interface.
Servants can be written in a variety of languages,
including C, C++, Java, Smalltalk, and Ada;

Client - the program that invokes an operation on an
object implementation;

Object Request Broker (ORB) provides a mechanism
for transparently communicating client requests to
target object implementations. The ORB simplifies
distributed programming by decoupling the client
from the details of the method invocations. When a
client invokes an operation, the ORB is responsible
for finding the object implementation, transparently
activating it if necessary, delivering the request to
the object, and returning any response to the caller;

ORB Interface - a logical entity that may be
implemented as one or more processes or a set of
libraries. To  decouple applications from
implementation details, the CORBA specification
defines an abstract interface for an ORB;

\
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Fig. 2. CORBA Object Request Broker architecture [

9]
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CORBA IDL stubs and skeletons - the ,glue”
between the client and server applications,
respectively, and the ORB. The transformation
between CORBA IDL definitions and the target
programming language is automated by a CORBA
IDL compiler;

Dynamic Invocation Interface (DII) allows a client
to directly access the underlying request
mechanisms provided by an ORB. Applications use
the DII to dynamically issue requests to objects
without requiring IDL interface-specific stubs to be
linked in;

Dynamic Skeleton Interface (DSI) allows an ORB to
deliver requests to an object implementation that
does not have compile-time knowledge of the type
of the object it is implementing. DSI is the server
side's analogue to the client side's DII;

Object Adapter - assists the ORB with delivering
requests to the object and with activating the object.

An object adapter associates object implementations
with the ORB;

Internet Inter-ORB Protocol (IIOP) is protocol
provided for interoperability between CORBA-
compliant ORBs. IIOP is the TCP/IP transport
mapping of a General Inter-ORB Protocol (GIOP).
IIOP enables requests to be sent to networked
objects. The CORBA interoperability architecture
also accommodates communication using optional
Environment-Specific IOPs (ESIOPS).

Designing of distributed simulation model of the
Ligatne Natural Trails therefore involved three steps
(see Fig. 3):

CORBA Object A

NetLogo model

NetlLogo extension (Java)

CORBA Object B

I 1

I 1

Object Request Broker (ORB)

Fig. 3. NetLogo and EXTEND integration via CORBA

e The specific extension for NetLogo
environment for communication between
models and outer space was designed. It
was done in JAVA language in conformity
with NetLogo requirements;

e The similar extension was designed for
discrete-event  simulation  environment
Extend. It was done in C++, because
EXTEND supports the implementation of
C++ classes;
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o Integration of the constructions designed
above in CORBA architecture.

In Fig. 3 two CORBA objects are shown marked by
A and B and involving NetLogo and EXTEND
models discussed previously [2].

Each object has “stub” and ‘“skeleton”, where
“stub” is used for client functions support giving
possibilities for connecting to the server.

Otherwise, ‘“skeleton” allows to the object the
server’s  functions implementation  granting
answering to the requests. NetLogo extension in
Java and EXTEND extension in C++ ensure
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collaboration of the simulators with CORBA ORB
environment.

5 Conclusion

Sociotechnical systems are manageable systems
respecting  human and/or  biologic  and/or
environmental factor role, mutual assistance, and
influence on joint functioning of the both systems —
technical and social [10].

Serious amount of simulation tools and simulators
are created for modelling technical (EXTEND,
ARENA, Witness, AutoMod, Simul8, STELLA
etc.) [11] as well as social systems (NetLogo,
AgentSheets, SWARM, RePast, MIMOSA etc.)
[12], nevertheless designing of heterogeneous
simulation models is still difficult. One of the
reasons is lack of suitable techniques for
communications and synchronization of the various
models inside the joint systems model.

Some different protocols and methods (CORBA,
HLA, FIPA, ALSP and other) [13, 14] exist for
elaboration the communication environment,
unfortunately any of it has their own disadvantages
and right selection is still problematic.

Because no solutions are useable without
programming knowledge then the authors offer the
CORBA (Common Object Request Broker

Architecture) [15] for integration of the separate
models operating inside the goal model of the
heterogeneous system. The authors consider that
given approach, which is practically checked in the
Ligatne Natural Trails simulation system, is more
convenient by criterions of the performance of
operating, possibilities for the maintenance and
support, and labour-consuming as well.
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Abstract

Growing variety and complexity of systems determines the important rule of the simulation,
because specification possibilities of classical analytical methods are quite limited. The designing
of heterogeneous simulation models is still difficult. One of the reasons is lack of suitable
techniques for communications and synchronization of the various models inside the joint
systems model. Some different methods and technologies (HLA etc.) exist. The author’s discuses
the CORBA (Common Object Request Broker Architecture) solution use for integration of the
different separate models operating inside the goal model of the heterogeneous system.

Keywords: Simulation, sociotechnical systems, heterogeneous models, CORBA, HLA,
EXTEND, NetLogo.

Introduction

Changes in thinking and understanding supported by the growing computational performance
allow approximating the actors of engineering and social knowledge step by step. Although with
displeasure, they must confess that analysis and operation of the real sociotechnical systems,
especially stochastic, cannot be substantial without equal notice of both technical factors and
social (environmental, biologic) phenomena.

The technical systems are mostly closed, but self-organization and changes in the structure of the
model during the session are not typical for them. Unlike the social systems, whose are cognitive
and the result of the activity can depend on the new knowledge obtained during the previous
iteration and huge amount of important perturbations and inputs. Serious amount of simulation
tools and simulators are created for modelling technical as well as social systems allowing to
design continuous, discrete, time-driven, event-driven and other models, nevertheless designing
of heterogeneous simulation models is still difficult due to lack techniques for communications
and synchronization.

As one of the typical samples existing HLA (High Level Architecture) can be mentioned. HLA
serves as standard solution for distributed simulation, but if simulation environment have not
been designed to be compatible with HLA a priori, then it application is problematic, therefore as
one of suitable solutions the CORBA (Common Object Request Broker Architecture) solution for
integration of the different separate models operating inside the goal model can be used.
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L. THE HETEROGENEOUS SIMULATION MODEL OF THE TOURISM
OBJECT

The Ligatne Natural Trails [1] was founded in 1975 as an integrated tourism object for recreation
and ecosystems research giving possibility for introduction with flora and fauna, which is typical
for Latvian regions. There exist different routes for the visitors either by foot or by car. The total
amount of visitors and cars are permanently growing. This asks for expanding of parking and
traffic dispatching. Permanently growing amount of visitors makes pressure on functioning of
ecosystem and regeneration possibilities of lawns in sightseeing places. Therefore, potential
workload forecasting of the tourism object, which depending of tourists flows intensity, becomes
important. In 2006 two separate simulation models [2] were elaborated, which involves logistics
model described as discrete-event system and written in EXTEND and the model for regenerating
possibilities forecasting specified as agent-based systems and designed in NetLogo (see Fig. 1).
The models are provided for advising the operator-manager of the logistics system of the Ligatne
Natural Trails.

The logistics schema consists of the set of routes with places for parking the cars. The total
amount of parking places is limited. Therefore, only limited amount of cars can enter the park.
The tourists travelling by cars are going until free chosen parking place and then attending the
sightseeing places for animals watching. Capacity of sightseeing places also is limited even more
exceeding the regeneration possibilities of the natural resources (lawns, for instance) is restricted.
The regeneration possibilities depend on meteorological factors (temperature, humidity) and
intensity of tourist’s flow. The logistics model allows planning the parking places and generates
input for NetLogo model aimed for regeneration possibilities forecasting. The trail manager
respecting the outputs of the models can decides about limiting the cars and tourists flow entering
the tourism object.

. 5
Trail ”
manager kb
Car flow regeneration
possibilities

Tourist’s flow intensity

EXTEND

o r NetLogo
Logistics < | SO > Environmental
environment
model model
- S

Fig. 1. Heterogeneous advising system of the trail manager

The task of the communication system is intensity data transfer from the logistics model
to the environmental model of the object in real-time. There some different techniques
can be used, but respecting some specific criterions as time, safety and cost of the
solution. Safety and time are not critical because real-time demands in this case are
flexible and safety of the data transfers is the same. Critical is solutions cost, because
non-profit application is observed. It means that performance, of course, is important,
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while the price is critical, therefore HLA introduction would be unfortunately
problematic [3]. Nevertheless, some other solutions can be used (ALSP, CORBA, FIPA
etc.) [4, 5, 6].

2. CORBA - COMMON OBJECT REQUEST BROKER ARCHITECTURE FOR
DISTRIBUTED COMMUNICATION IN HETEROGENEOUS MODELS

The CORBA [7] can be considered as one of most universal and wide spread application for
information exchange in distributed software environment, but this solution seems to be used also
for other objects communications support.

The main element in the CORBA architecture is Object Request Broker (ORB), which provides a
mechanism for transparently communicating of the clients. The ORB simplifies distributed
programming by decoupling the client from the details of the method invocations, because the
ORB is responsible for finding the object implementation, transparently activating it, delivering
the request to the object, and returning any response to the client (see Fig.2).

CORBA Object A CORBA Object B

O Object Request Broker (ORB) )

Fig. 2. ORB based communication in heterogeneous model

In this architecture two objects communicate, one of them is servant, but other is client. In
Ligatne Trail model the servant is logistics model working in EXTEND environment, but client is
environmental model operating in NetLogo. The EXTEND extension is written in C++, but
NetLogo supplements — in Java (see Fig. 3).

The servant operates in following order:

Creates and initializes the ORB object for interface needs;

Receives the reference to Portable Object Adapter (POA) and activates POA. The POA issues
references on the objects announced by servant. Client by these references can find the necessary
object and uses the functions of the object;

The servant is registered in the ORB object;

Receives the reference to the servant registered;

The main Naming Service is clarified. The Naming Service ensures converting the reference
of the servant in textual form. Client can use the Naming Service for the reference resolving;
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Records the link and the name of servant in Naming Service;
Waiting for client request.
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Fig.3. CORBA client’s communication algorithm

The client operates in following order:

Creates and initializes the ORB object for interface needs;

The main Naming Service is clarified;

Receives the reference from the Naming Service and necessary servant;
By the reference can request the procedures of the servant.

The practical implementation approves that CORBA architecture can be used for the
current distributed simulation model communication needs, but performance research and
comparison with other tools (HLA etc.) is the next task.

Conclusions

The analysis of the sociotechnical systems determines the heterogeneous simulation models use.
Because interdisciplinary knowledge and tools are necessary then modelling is inconvenient.
Mainly the representatives of engineering direction vote for the technical systems modelling
environment use, but great part of the representatives coming from social sciences possibilities of
simulation and quantitative analysis raise the light surprise.
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One of the main elements in heterogeneous system is communication subsystem, which support
the data exchange and synchronising the processes. The functionality, performance parameters
and safety are important. The different tools are exist HLA, CORBA etc, nevertheless estimation
the availability each of the methods is important. The authors of the Ligatne Natural Trails
tourism object management system recommends the CORBA solution use, because safety and
performance parameters weight in total integrated criterion for estimation of the communication
subsystem is not critical.
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Abstract: - Nowadays in training systems the simulation applications frequently are used allowing
economizing significant funding. Sometimes the use of distributed and non-homogeneous simulation
environments is typical. To ensure the synchronizing and data interchange the adequate communication
environment is necessary. As one of the most popular environments the HLA could be nominated, however
significant costs of the commercial versions asking for other and more affordable environments. One of those
is CORBA. The aim of the article is analysis and comparison of HLA and CORBA environments from

efficiency view.

Key-Words: - Simulation, e-learning, CORBA, HLA, Distributed simulation

1 Introduction

Nowadays e-learning and consulting systems have
multilevel structure involving different items
provided for the training, decision making,
managing and control, and other processes. The
architecture of the e-learning environment often is
distributed.

At the level of decision making the consolidation
of all data is necessary. Therefore, the demand for
the communication environment which ensures the
information exchange with appropriate efficiency is
important. During the last years the significant role
in training systems designing have the simulation
models, which serve for presentation of the physical
objects and processes in virtual environment.
Simulation allows reducing the training time and
costs, and the same time increases the safety.

Frequently in such training systems the virtual
and augmented reality (VR/AR) solutions and the
different simulation environments are used. For
instance, in decision making model of Ligatne
Natural Trails Park for the natural resources use and
workload research two separate simulation
environments were used: NetLogo - for the analysis
of the workload of the natural resources and Extend
— for the logistics research. In GrassLogo model the
flow of cars and tourists generated at Extend level
serves as initial conditions for the decision making
about further exploiting of the natural resources
supported by NetLogo model [1]. NetLogo is agent-

68

based simulation tool, but Extend is provided for
discrete-event systems simulation [2, 3]. Important
question in this case is information transfer from
Extend model to NetLogo.

The similar task (see Fig.1) arises when training
scenario involves different simulators because
technological process in manufacturing consists of
different operations.

During the training session switching among the
scenarios happen to find better approach for the
training [4]. Each of the technological operations
involving in the scenario and simulated would
consists of some parts.

Any operation on the scene can be simulated by
different simulator. For instance, for the background
generation one kind of the simulation tools, for the
objects visualisation other kind of tools are used, but
the decision making is based on the results of other
simulator operation. And the requirement for the
real-time support is important in this case. The
similar problem would be related with the multilevel
simulation tasks implementation where each
separate micro-analytical model runs in separate
territory, but joint results are gathered at the State
level.

The requirement for efficient mechanism of the
information interchange among the different
simulation environments is typical in all these cases.
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Many solutions exist, but HLA [5] can be
nominated as more popular one.
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Fig. 1. Training in distributed simulation environment

However, the high costs of the commercial
versions promote for new ways searching and using
of the distributed environments provided for
software modules communication, for instance
CORBA [6]. The aim of the article is analysis and
comparison of communication environments HLA
and CORBA from the efficiency view.

2 CORBA vs. HLA

The Common Object Request Broker Architecture
(CORBA) is provided as communication
environment for collaboration and information
interchange among different software objects. In
CORBA applied software need the interface written
in Interface Definition Language (IDL) to achieve
successful communication. IDL specifications are
elaborated for greatest part of today’s programming
languages as C, C++, Java, Python and other.

Two kinds of the objects exist in CORBA:
Servants and Clients. The Servant is an
implementation entity that defines the operations
supported by CORBA IDL interface, but Client is
the program that invokes an operation on an object
implementation. The Object Request Broker (ORB)
provides the mechanism for transparently transfer
the client requests to target objects implementations.
The ORB simplifies distributed programming by
decoupling the client from the details of the method
invocations. When a client invokes an operation, the
ORB is responsible for finding the object
implementation, transparently activating it if
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necessary, delivering the request to the object, and
returning any response to the caller [7].

The basic principle of communication in CORBA
prescribes possibilities for the communication with
predefined server which parameters and location are
well known for the client. If the server does not
accessible then the communication will not be
successful.

The High Level Architecture (HLA) is
communication environment designed especially for
the distributed simulation in conformity with the
specifications elaborated by U.S. Department of
Defence and IEEE [8]. Nowadays HLA cannot be
considered as military technology, but as the
communication standard for the distributed
simulation models.

Communications activities in HLA are guided by
HLA Rules, which ensure proper interaction of the
federates in the federation and describe those
responsibilities. To ensure the communication of the
federates the interfaces also must be specified in
conformity with the requirements of the Runtime
Infrastructure (RTI). To create the federation three
kind of the object model templates exist: federation
(FOM), simulation (SOM) and management
(MOM). The rules determine the mechanism by
which from the separate federates (simulation
programme in conformity with SOM rules) the
federation (in conformity with FOM requirements)
can be created, which will be managed under the
joint principles (in conformity with MOM
specifications). It means that each of federates must
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be supplied by the possibilities for RTI libraries
access.

Unlike CORBA the communication protocol in
HLA is different. The all federates can receive an
information, but only federates which need it will
use it further.

After short validation of both approaches is
absolutely evident that without the specific skills in
programming does not possible to create and
affordable environment for the communications of
different simulation models. And secondly, if
CORBA solutions can be obtainable as shareware
items then HLA cheapest ones exceed some
thousands of dollars. Therefore, it is important to
clarify the specific features of the communication
mechanisms in CORBA and HLA to ensure the

Name Server

selection of the environment with appropriate
parameters of performance and efficiency.

3 Distributed Communication

Mechanism’s Comparison
To compare the communication mechanisms the
data transfer between two and more different
simulation models is used. The test package consists
of character type records. Each package can involve
no more than 2000 records. The length of the record
is 5000 UTF-8 characters. The length of the package
varies with the step of 50 records. Each transmission
session is repeated some times to achieve the
statistic result approved by test of Kolmogorov-
Smirnov.

In CORBA case the following communication
scheme is used (see Fig. 2):

Create NameServer
object

Request
Register class C class C
reference TeleTEncE
Receive
pm— —/ class C
reference
Create class C
reference
/
Send class C
reference
Call function Z
—
Class C te thread for
c e
" —
Function Z L - B
Send value of
New Thread frctiog 2 function Z

s aa)
=4 =4
o o

Fig. 2. Communication in CORBA environment

The essence of the session is calling (Start) the
function Z deployed on the Server and receiving the
reverted value (Stop). The session length is
measured in milliseconds. Since the function Z
belongs to the C class then Client must receive the
reference of the C class before. Otherwise, the name
of the C class must be registered on the
NameServer. Then at the beginning of the session is
possible to create the separate thread along which
the information interchange is implemented. The

communication in CORBA is based on the sharing
of the resources, therefore in some client’s case the
separate threads are created for the parallel
information interchange.

Unlike CORBA in HLA the information package
is not marked for the predefined respondent. Some
federates can receive the message, but only the
federate which need it use it. In communication
example (see Fig. 3) two federates exist — Server
and Client. Each of federates must subscribe for
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further interactions before the transmission. The
Server subscribes for the data receiving and sending
the confirmation, but the Client — for the data
sending and receiving the confirmation message.
The DATA interaction consists of the information
package and the name of the Client, but the
interaction CONFIRM involves the name of the

- = = = = = = =

Fig. 3. Communication between HLA federates

All interactions are realised through RTI
managing the interaction queue under FIFO rules.

Client only. It means that after the sending of the
information package the Client waiting for the
interaction CONFIRM which approves that the
information package is received. Interactions are
prescribed by FOM which determines what kind of
the interactions will be done.

The results obtained (see Fig. 4) assure that in the
case of two respondents no significant difference

The collaboration in multi-client case is the same between CORBA and HLA communication
and the queues are used. environments.
CORBA vs HLA (Server - Client)
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Fig. 4. HLA vs. CORBA comparison
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The throughput is similar if the information
amount is less than 500 x 5000 x UTF-8 characters.

However, increasing the volume of the
information package, some differences appear and
HLA wins in the competition with CORBA
environment.

4 Conclusion

Nowadays in training systems
applications  frequently are
economizing significant funding.

simulation
allowing

the
used

Sometimes the use of distributed and non-
homogeneous simulation tools is very important. To
ensure the synchronizing and data interchange the
adequate communication environment is necessary.

As one of the most popular environments the
HLA could be nominated, however significant costs
of the commercial versions asking for other and
more affordable environments. One of those is
CORBA.

The research approves that in the case of
transmitting the short information packages CORBA
and HLA are close enough. However, in the case of
audio-visual information interchange or in real-time
applications HLA will be much better solution.

Further the research in multi-objects environment
and under ad-hoc rules will be continued.
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EASY COMMUNICATION ENVIRONMENT FOR
DISTRIBUTED SIMULATION

ARTIS SILINS, EGILS GINTERS, DACE AIZSTRAUTA

Sociotechnical Systems Engineering Institute, Vidzeme University of Applied Sciences,
Cesu Street 4, Valmiera LV-4200, Latvia

The development of simulation enables the researchers to explore more sophisticated
problems at a more detailed level. This implies a necessity to use several models, or even
different simulation tools. There are several solutions, but they are complicated,
expensive and not suitable for people without specific knowledge. This paper describes a
solution that would give the opportunity to ensure the communication between different
parts of the joint model written by different simulation tools within HLA communication
architecture at the same time being unsophisticated and appropriate for users without
extensive technical skills. The easy communications system consists of three main
elements simulation tool, communication adapter and HLA.

1. Introduction

The development of simulation enables the researchers to explore more
sophisticated problems at a more detailed level. At the same time this implies a
necessity to use several models, or even different modelling tools. The real
systems often deal with complicated socio-technical systems that can not be
explored at the sufficient level of quality with one modelling tool. Different
simulation approaches (multi agent systems, discrete events simulation, system
dynamics, etc.) usually envisage the use of different simulation tools (software).
This makes the issue of their mutual communication. There are several
solutions, but they are complicated, expensive and not suitable for people
without specific knowledge. This is an important constraint that impedes the
development of distributed simulation especially within social and behavioural
sciences.

Hence this paper describes a solution that would give the opportunity to
ensure the communication between simulation tools within HLA communication
architecture at the same time being unsophisticated and appropriate for users
without extensive technical skills.
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2. Former Research in Field of Distributed Simulation — Lessons
Learned

This paper is based on previous research made by authors. First of them
examined multi level modelling of environmental systems in the Ligatne Natural
Trails. Different routes ensure movement of visitors either by foot or by car. The
total amount of visitors and cars is permanently growing and that leads to plans
for expanding of parking and traffic dispatching. But at the same time
permanently growing amount of visitors makes pressure on functioning of
ecosystem and regeneration possibilities of lawns in sightseeing places.
Therefore, potential workload forecasting of the tourism object, which
depending of tourists flows intensity, becomes important. In 2006 two separate
simulation models were elaborated [3].

First - for throughput analysis of the trails and scenic routes, and planning
the parking places. Functional model in this case was described as discrete event
system and was simulated in EXTEND [1]. The second model was provided for
estimation of other critical resource as capacity and quality of the sight place.
Under the quality we understood the capabilities of regenerating of the nature
resources (lawn, for instance) in given area influenced by the flow of the tourists
with predefined intensity. In this case agent based approach was used and
NetLogo [10] environment was selected. Only one problem still remained
related with communication and synchronizing the separate models located on
different places and operated in the real time.

EXTEND [1] is modelling environment supporting modelling, analysis and
optimisation of the discrete-event and continuing processes. The environment is
relatively open and well-linked with MS Office. It is possible to create user’s
component’s using embedded ModL language, which is similar to C language.
EXTEND allows the communications with ODBC, ActiveX and C classes.

NetLogo [10] is multi-platform multi-agent programming and modelling
environment designed mostly for analysis of environmental systems and social
phenomena. NetLogo is created in Java ensuring the platform independent
environment, possibilities of object-oriented structuring and good programming
options. NetLogo allows designing different extensions for communication with
outer environment.

To ensure interoperability and information exchange among the models the
convenient communication environment was necessary.

In further research it was concluded that although serious amount of simulation
tools and simulators are created for modelling technical (EXTEND, ARENA,
Witness, AutoMod, Simul8, STELLA etc.) as well as social systems (NetLogo,
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AgentSheets, SWARM, RePast, MIMOSA etc.), nevertheless designing of
heterogeneous simulation models is still difficult. One of the reasons is lack of
suitable techniques for communications and synchronization of the various
models inside the joint systems model. [2]

Thereafter test models were made to examine the possibilities to connect
two different simulation tools using communication architecture. Two
communication architecture environments were compared — CORBA and HLA
— by experimenting with them and their capacity to work with certain load [2, 4].
Besides the technical comparison, it was concluded that one needs to have a
good knowledge of programming otherwise it is impossible to organize and
manage communication between simulation tools [2]. Therefore the aim of this
paper is to analyze a new comprehensible or Easy Communication Concept and
describe the mechanism for ensuring the communication of simulation tools for
users without programming skills.

3. Communication Environment for Distributed Simulations

This section first describes the existent communication mechanisms and
observed disadvantages. Afterwards the authors propose their communication
system and describe its requirements in detail.

3.1. Communication Mechanisms in Distributed Models

One of them is HLA Blockset™ - a commercial product created by ForwardSim
Inc. The HLA Blockset™ provides a library of Simulink® blocks specifically
designed for the integration of HLA services into Simulink®. Using the HLA
Blockset, you can connect your Simulink models to a distributed simulation
using the High Level Architecture standard HLA 1.3 or IEEE 1516 [6]. But the
product is supposed for the Simulink® modelling tool only.

Similarly in their research on distributed simulation systems Hibino et.al [5]
uses similar approach. They propose a manufacturing adapter to connect
manufacturing system simulators with HLA using a plug-in style and evaluate it
using a hypothetical manufacturing system. To be more precise three major
commercial based manufacturing system simulators as QUEST, SIMPLE++,
and GAROPS are connected using the developed manufacturing adapter.

Both above mentioned examples share the central solution that permits to
implement HLA functionality in the simulation tool. However to be able to use
any of these communication systems, modelling expert needs to immerse
oneself in HLA structure and principles of operation.
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Therefore it is necessary to develop a communication adapter that would enable
the co-operation between simulation tools without making the modelling expert
to master the infrastructure of HLA in detail. The communication adapter should
instead facilitate the work of modelling software user, so there is no need to
think at the level of communication abstraction, but it is enough to define the
name of communication channel and its properties (function and parameters).

3.2. Requirements to Alternative Communication Mechanism

The proposed communications system consists of three main elements:
simulation tool, communication adapter and HLA. The main goal of this
communication system is to provide a mechanism that does not demand from
the user any special knowledge of HLA infrastructure nor the principles of its
action nor programming skills. Further each of the elements and its role in the
communication system is described.

3.2.1. Simulation tool

In order to be able to function in a communicative system, simulation tools have
to be able to communicate in HLA and/or with different software. In this article
strictly focus only one of these versions, namely, where simulation tools are not
able to communicate in HLA, but can perform communication with other
software (adapters) instead. In most cases this function is performed with some
additional plug-ins, extensions or libraries. For example, NetLogo, that is a
multi agent-modelling tool, uses different extensions [10], as well as discrete
event modelling tool Extend that also allows using extensions [1].

But it is important that independent developers are allowed to create these
extensions, thus promoting HLA communication. One should take into account
that it is common for modelling tools to use extensions as functional libraries —
i.e. they do not keep any live extension instances. That means there is no
possibility to realise HLA communication in a direct way therefore an adapter is
used. The adapter is carrying out the HLA communication and passing on the
information to the extension of the simulation tool.

3.22. HLA

High Level Architecture (HLA) [8] is a concept of the architecture for
distributed simulation systems. HLA ensures interoperability and reuses among
simulations. It consists of rules that separate parts of distributed simulation
model (federates) must follow to achieve proper interaction during a federation
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execution; Object Model Template that defines the format for specifying the set
of common objects used by a federation (federation object model), their
attributes, and relationships among them; Interface Specification, which
provides interface to the Run-Time Infrastructure, which can be distributed and
ties together federates during model execution. The distributed time
management can be done, because all federates’ nodes directly undertake
synchronization roles. Therefore, the total simulation takes less time and the
system is safer, unfortunately, implementation is more complex and laborious.

For this reason adapter that will ease the communication of simulation tools
using HLA needs to be developed.

3.2.3. Communication adapter

Adapter is the central element from the perspective of this paper. It embraces
communication from both sides — communication with simulation tool and
communication with HLA. Adapter is like an interpreter that interprets HLA
data to the format that is comprehensible for the simulation tool.

The communication among different simulation tools will be accomplished
using HLA communication architecture. For the model to be able to perform its
tasks in HLA environment, one needs an adapter. The communication adapter
would provide the data exchange between the modelling tool and
communication architecture. At the same time also the adapter needs to be easily
manageable, so that the adjustment of simulation model would be possible for
users without programming skills. The user has to be able to define
understandable model communication parameters with the help of GUI, and
another model has to be able to receive information according to pre-defined
parameters.

3.2.4. Description of communication systems operation using adapter

The adapter is software module that is executed on the same machine as the
simulation tool. The adapter will ensure the functions of a model within HLA
architecture. HLA itself is used to make the functionality of these models and
the results universal, so that they can be used by anyone that is able to connect
to this federation.

The adapter (Communication adapter in Figure 1) may receive the data at
any moment. This article does not refer to situations, where HLA Time
Management ensures federation time advancing, as described by Ke Pan et
al.[7], including the time advancing of the modelling tools.
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The adapter should be able to store data and be ready to pass those to the
simulation tool, whenever it requests for them. For this reason the data storage is
used (Data storage in Figure 1). This data storage will ensure that the model
receives all data in a time, even if it falls behind from other models. Additional
reason for this solution would be the inability to inject data into running model.
Therefore the receipt of data is organised by requests. See Figure 1 for a
description of one model communication using adapter. The Model in Figure 1
represents the model that is created with a certain simulation tool or
environment.

The communication between the model’s library and the adapter is carried
out using XML that ensures extensive and universal opportunities for data and
communication description.

To ensure the communication with the model in this manner, the adapter
has to look for communication requests at certain port at local host. Simulation
tool will connect to the adapter with a request once in a certain period of time.
This request is specified as XML-based document and hidden for end-user.

Figure 1. Model communication with adapter and data storage.

After the adapter returns data from data storage, which corresponds to the
interaction for which the adapter has subscribed to in the HLA federation.

With the help of the adapter, the user can define information that he wants
to interchange. The HLA sign-up configuration is accomplished with the help of
adapter and has to be user-friendly. The adapter has to let the user to view all
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interactions of federation and all their properties, as well as the user needs to be
enabled to subscribe to the interactions he is interested in with GUL

When the user has signed up to an interaction, it has access to modelling
tool. Further the user calls out the interaction in the modelling environment and
receives data (the reception of data depends on the realization of extension). At
the same time the user can define his interactions itself. It should be taken into
account that the user has to be able to do this only with the input of the
interactions name and parameters. In this case we assume that all parameters are
defined with string data type, as this is very important when generating
Federation Object Model (FOM). When the user has defined all parameters, then
the adapter generates FOM and signs up to the federation (adapter federer).
Every user-defined interaction is transmitted to a custom made federer — the
configuration federer. This federer is located in another federation and it is
responsible for FOM file. That means that configuration federer maintains the
FOM file, according to which the modelling adapters create their federation.

Based on FOM the adapter connects to the federation (if there is no
federation, then one is created), that functions according to the “rules” described
in FOM. All interactions and their parameters are described in FOM. And also
in conformity with FOM the adapters offer user functionality (published by
adapters of other models) that can be used in simulation tools.

Configuration federer operates on the same machine where HLA. This
federer operates independently from modelling federers, that means, modelling
users are not responsible for its operations and do not have any direct impact on
1t.

4. Conclusions

Finally some important conclusions can be drawn regarding the distributed
simulations and communication between models. First, it can be observed that
the developers of simulation tools do not pay attention to the opportunities of
models to communicate with other models, even of the same modelling
environment. The paper outlines the structure of a comprehensible
communication system and points out to its advantages.

Second, the existent mechanisms do not offer time synchronization option;
therefore there is a need to invent data storage. Further research should be aimed
at searching for such time synchronising options.

Third, future research should also seek for possibilities to ensure the
transmission of more complicated data types.

&3



At the same time it should be noted that not all simulation tools offer the

creation of extensions, therefore the comprehensible communication system
described in this paper would not be applicable for such tools.

Therefore if it is observed that computational modelling is revolutionizing

the social and organizational sciences [9], then there are new challenges for
engineering scientists in terms of enabling this process and empowering the
researchers from other disciplines.
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ABSTRACT

Simulation nowadays plays an increasing role in the
assessment of possible solutions and situation analysis.
However, the tools used and previously created models
are often incompatible and territorially distributed.
Domain specialists lack the expertise and specific
programming skills to use them effectively. The
development of the Future Internet creates new
challenges for simulation engineering by offering
extended access. However, primarily a conception is
needed, which would create unified access to the
simulation architecture on the Future Internet. The
paper discusses development of a new conceptual
approach to simulation engineering, aiming to support
domain experts in performing simulation of
complicated socio-technical systems on the Cloud.

Keywords: simulation engineering, simulation highway,
Future Internet, Cloud simulation

1. INTRODUCTION

The requirements for situations forecasting and
transparency of the scenarios in manufacturing and
politics before decision making are topical due to high
losses of possible faults and impact on the society and
environment.

One of the most effective methods to verify possible
solutions while saving financial resources and
minimizing security risks is simulation. Simulation is a
critically vital component of decision making.

The world is varied, as are the methods of specification
that correspond to core systems: continuous, discrete,
determined, stochastic etc. Formal languages and
analytical methods are used to describe these systems.
However, the mentioned specifications can be done by
an information technology (IT) professional or systems
analyst rather than by a domain expert. All of these
applied systems can be simulated by using a predefined
set of instruments: discrete-event tools (DEVS), system
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dynamics (SD), an agent-based approach (ABM),
multilevel models, micro analytical models etc.
Naturally, all of these instruments have corresponding
popular and concrete simulation tools which have their
own modeling languages, formats and rules. Real socio-
technical systems are not homogenous, therefore, to
make a decision, multiple distinctive simulation models
have to be combined in a unified environment. There
are exist distributed communication environments like
HLA that provide such functionality, however, that is
not possible without significant financial investments,
even more each case is a custom engineering solution.
The development of Future Internet, Internet of Things,
Service oriented Architecture and Cloud computing
creates a new challenge and possibilities for simulation
engineering. The aim of this article is to discuss the
project findings related to developing the new
conceptual approach to simulation engineering on the
Future Internet giving various domain experts an
immediate possibility to specify different simulation
cases as well as translate, distribute and implement
these specifications on the Cloud through the
Simulation Highway.

2. SIMULATION AND TOOLS

A system is a set of entities, real or abstract, comprising
a whole where each component interacts with or is
related to at least one other component and they all
serve a common objective. In a system we can always
find different types of organization in it, and such
organization can be described by concepts and
principles which are independent from the specific
domain at which we are looking. Socio-technical
systems are open to, and interact with, their
environments, and that they can acquire qualitatively
new properties through emergence, resulting in
continual evolution (Von Bertalanffy 1976). A system
would be defined as group of objects that are joined
together in some regular interaction or interdependence



towards the accomplishment of some purpose (Banks
1996). Otherwise, a system can be defined as a
collection of interacting components that receives input
and provides output for some purpose (Chang 2004).
The socio-technical systems are tended to self-
organization, cognition and continual evolution. The
systems can be classified as physical and conceptual or
abstract systems, open or closed, continuous or discrete
systems, static or dynamic systems, linear or non-linear
and deterministic or stochastic systems.

A model of the goal systems is an external and explicit
representation of part of reality as seen by the people
who wish to use that model to understand, to change, to
manage and to control that part of reality (Pidd 1996).
Model can be defined as a representation of a system for
the purpose of studying the system (Banks 1996).

Simulation is the imitation of the operation of a real-
world process or system over time (Banks 1998).
Simulation modeling and analysis is the process of
creating and experimenting with a computerized
mathematical model of a physical system (Chang 2004).
Simulation is the way how to research the model.

Nowadays different simulation technologies and mostly
non-compatible set of simulation software tools are
used. For example, some groups can be mentioned
(Gilbert and Troitzsch 2006; A.Bruzzone, A.Verbraeck,
E.Ginters et. al. 2002): System dynamics and world
(large systems) (DYNAMO, VenSim, PowerSim,
STELLA, iThink etc.); Queuing models (discrete-event
systems) simulation software (DELSI 1.1., OMNET++,
QSIM, QPR Process, EXTEND, SIMPLE++, ARENA,
SIMULS, AutoMod, WITNESS, AnyLogic etc.); Micro
analytical simulation solutions (MICSIM, UMDBS,
STINMOD, DYNAMOD, CORSIM etc.); Multilevel
simulation tools (HLM, MIMOSE, MLwiN, aML etc.);
Cellular automata CAFUN, LCAU, CASim, Trilife,
JCASim, CellLab, CAGE, SITSIM etc.); Agent-based
tools (AgentSheet, NetLogo, SWARM, RePast etc.);
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Learning and evolutionary models simulation tools
(Artificial Neural Nets, Evolutionary models,
Reinforcement Learning (Research simulators -
Stuttgart Neural Network Simulator (SNNS), PDP++,
JavaNNS, XNBC and the BNN Toolbox for MATLAB
etc.; Data  analysis  simulators -  Alyuda
Neurolntelligence, BrainMaker, EasyNN-plus,
MATLAB Neural Network Toolbox, NeuralTools,
Netlab, Palisade etc.; Component based development
environments - JOONE, Peltarion Synapse and
NeuroDimension, NeuroSolutions etc.). The simulation
software tools (HLA, DIS etc.) ensure elaboration of
distributed models. Sometimes also adjacent approaches
like CORBA are applied and new distributed simulation
environments are elaborated (Aizstrauts et.al 2010).

Unfortunately approaches are very different and
simulation platforms and alphabets do not compatible.
Up today selection of the simulation software tools are
intuitive. Most part of the simulators cannot be used by
domain decision makers in real-time and immediate
way due to complexity, heavy architecture and special
knowledge on programming and mathematics.

3. COMMUNICATION IN SIMULATION

The development of simulation enables the researchers
to explore more sophisticated problems at a more
detailed level. At the same time this implies a necessity
to use several models, or even different modelling tools.
Different modelling approaches (multi agent systems,
discrete events simulation, system dynamics, etc.)
usually envisage the use of different modelling tools
(software). This makes the issue of their mutual
communication a central concern to the researcher. In
Figure 1 development of simulation tools architecture is
shown spreading from stand-alone simulators to Web
solutions and homogeneous or heterogeneous
distributed simulators.
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Figure 1: Development of simulation tools architecture



At present, it is very difficult to combine different
models made by different simulators because there are
no unified descriptions (specifications) for simulation
models and a common and well suitable approach for
joining simulation tools has not been developed.
Therefore, designers cannot co-operate easily when
using different simulator models.

Of course, there are several solutions, but they are
complicated and not suitable for people without specific
knowledge.

This is an important constraint that impedes the
development of distributed simulation especially within
social and behavioural sciences. These sciences often
deal with complicated socio-technical systems that
cannot be explored at the sufficient level of quality with
one modelling tool.

C-translation |

C-translation

High Level Architecture (HLA) (Carley 2002) is a
concept of the architecture for distributed simulation
systems. HLA ensures interoperability and reuses
among simulations. It consists of rules that separate
parts of distributed simulation model (federates) must
follow to achieve proper interaction during a federation
execution (see Figure 2); Object Model Template that
defines the format for specifying the set of common
objects used by a federation (federation object model),
their attributes, and relationships among them; Interface
Specification, which provides interface to the Run-Time
Infrastructure, which can be distributed and ties together
federates during model execution.
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IEEE 1516 standard for HLA and "Creating Computer
Simulation Systems: An Introduction to the High Level

1 Architecture” by Frederick Kuhl (ISBN 0-13-022511-8)

Figure 2: Communication in distributed simulation model

The distributed time management can be done, because
all federates’ nodes directly undertake synchronization
roles. Therefore, the total simulation takes less time and
the system is safer, unfortunately, implementation is
more complex and laborious.

HLA was created for certain purposes and it was
developed according to the needs of industry, where
HLA was used. Accordingly innovations of HLA were
encapsulated and less attention was paid to the
developments within the field of simulations. HLA is a
powerful tool for complex simulation systems. But as
the technologies develop, the scope and functionality of
simulations becomes wider. Inevitably some spheres
emerge where HLA does not meet the needs anymore, it
is not always convenient. Among one of shortcomings
of HLA is its complexity. The wide variety of HLA
functionality is rarely needed, besides expenses of HLA
and its implementation are rather high (Aizstrauts et.al
2010). Some different protocols and methods (CORBA,
HLA, FIPA, ALSP, DIS and other) (Strassburger 2006;
Verbraeck 2004; Bolton 2001) exist for elaboration the
communication environments, unfortunately any of it
has their own disadvantages and right selection is still
problematic.
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One of the most important problems of the existing
communication tools (environments) is compatibility
with the architectural solutions of the Future Internet,
because environments are non-flexible, and with low
adaptability to the requirements of the SoA and the
Future Internet of services.

4. THE FUTURE INTERNET AND THE CLOUD
Over the last decade, most Europeans and more than
two billion people worldwide have become Internet
users. More than 67.6% in the European Union and
almost 26% people worldwide use the Internet. In 2010
the number of Internet users in China reached 400
million, which is more than the population of the entire
United States (Blackman et.al 2010). With over 1
trillion pages and billions of users the Web is one of the
most successful engineering phenomena ever created.
At the end of 2009 there were 234 million websites of
which 47 million were added in the year. The Web is
now a rich media repository, the current upload to
Flickr is equivalent to 30 billion new photos per year
and YouTube now serves over 1 billion videos per day
(Pedrinaci 2010).



The rapid development of mobile technology, providing
Internet access to individual remote devices (Internet of
Things), has accelerated the pace of development; as a
result it is expected that the number of users in 2020
will reach seven billion. The Internet moved from the
technical to the social category, where development is
more driven by the efforts of interested Internet users
than the pressure of technological achievements
(Pedrinaci 2010). Some of these users see it as a
business environment, others as a provider for social
networking opportunities. An inevitable fusion of
technology and the social environment can be observed,
where the Future Internet is actually a representation of
the public, a complex, but integral part of the social
system. Future research must conceptualize the Internet
as the global social machine. Research shows that
(Blackman et.al 2010) technology development is not
the key driver of Internet development. The vital part is
social factors, which determine that no revolutionary
technical changes are possible in the Internet
development at the moment. That is why the
implementation of new methodologies, algorithms and
services gains a special status. They change and
improve the Internet step by step by improving the
quality of service a user receives i.e. performance,
security and intelligence. Simulation is not an exception
as it can become one of such services in the Future
Internet environment.

Mobile technology has long been offering personal
simulation tools such as AgentSheets and others. As a
result, it is expected that simulation will become one of
the services in the future network Internet of Services,
which, in turn, will be promoted by the Internet of
Things, which will provide access to remote and mobile

equipment.
The Semantic Web is an extension of the current human
— readable Web, adding formal knowledge

representation so that intelligent software can reason
with the information in an automatic and flexible way
(Pedrinaci 2010). Semantic Web research has therefore
largely focussed on defining languages and tools for
representing knowledge in a way that can be shared,
reused, combined, and processed over the Web. This
research has led to a plethora of standards such as
RDF(S), OWL, as well as corresponding tools such as
ontology editors, RDF(S) storage and querying systems.
The semantic approach can be one of the basic elements
in the development of a unified approach for the
specification of simulation models and the translation of
further constructions to execute them in the Future
Internet environment.

It is noted that the human-machine interface plays a
special role in the development of the Internet where the
emphasis on browser-type access and search-engines
gradually moves to Facebook, Twitter and national
social network analogues. However, this is just the
beginning as 3D immersion and virtual and augmented
reality (VR/AR) applications development and
introduction (Future Internet 3D) is expected. The
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development of this direction could have a direct impact
on the progress of simulation engineering by providing
the visualization of simulation results, which could
gradually replace  built-in  visualization tools,
contributing to the unification of a simulation approach.

There are different types and practices of
standardization: with ISO-styled standardization, the
process may be heavy-handed; or IETF types — global
and motivated by desire to keep the internet running
effectively, a place where some consensus will be
found, and based between ISO and IEEE; or IEEE types
of standards — in some ways the opposite of ISO in
process and being purely technical; finally we have
various Web consortia (e.g. OASIS) becoming even
more important since they are high level, including the
various open source standards for interfaces and whole
applications, which may or may not be normalized
(Blackman et.al 2010).

Currently, the most popular methods to describe data
and semantic information are considered XML, RDF or
OWL, SOAP or REST notations are used for protocol
description, but BPEL or BPMN are used to specify
orchestration mechanisms. Efforts are being made to
make these languages the standard tools for describing
Future Internet services, although their possibilities to
describe the functioning of a socio-technical system
raise serious doubts. At least stochastic process
specification could lead to the solving of a series of
difficult problems. Opposed to the orchestration
approach, the use of choreographies CHOReOS
(http://www.choreos.eu) seems more actual and
promising, because there is no single monitoring and
synchronization service, but all members of the service
network work independently and within the extent of
their competence to reach the determined goal. Such
architecture is more viable, as there are no central
administration resources, the disruption of which equals
the doom of the service.

To describe the essence of Future Internet, the
following concept set is offered: Internet of Contents
(IoC), which is provided by the Internet of Services
(IoS), while the remote access to specific devices is
provided by the Internet of Things (IoT), but it is
possible that the user network is part of a larger
network, and then it is considered the Internet of
Networks (IoN). There is a need for both researchers
and practitioners to develop platforms made up of
adaptive Future Internet applications. In this sense, the
emergence and consolidation of Service-Oriented
Architectures (SOA), Cloud Computing and Wireless
Sensor Networks (WSN) rise benefits, such as
flexibility, scalability, security, interoperability, and
adaptability, for building applications.

As one of important parts of the Internet of Services the
Cloud computing could be mentioned. Cloud computing
ensure scalable storage, computation facilities,



application hosting, or even the provisioning of entire
applications accessed remotely through the Internet.
Some well-known commercial Cloud solutions are for
instance Google’s AppEngine, Gmail, and Docs,
Amazon’s Elastic Computing, or Salesforce (Pedrinaci
2010). The  European Commission  supports
approximately 140 Future Internet projects to a greater
or lesser extent and some research of them are related
with Cloud (http://www future-
internet.eu/activities/fp7-projects.html), for instance,
Cloud4SOA (http://www.cloud4soa.eu/) focuses on the
semantic interoperability and on introducing a user-
centric approach for applications which are built upon
and deployed using Cloud resources; Cloud-TM
(http://www.cloudtm.eu/) working on the development
and administration of Cloud applications; CONTRAIL
(http://contrail-project.eu/) designs an open source
system for integration of heterogeneous resources into a
single homogeneous Federated Cloud; CumuloNimbo
(http://www.cumulonimbo.eu/) provides consistency,
availability, and simpler programming abstractions,
such as transactions; Morfeo 4CaaST
(http://4caast.morfeo-project.org/) - platform for elastic
hosting of Internet-scale multi-tier applications;
mOSAIC (http://www.mosaic-cloud.eu/) develops an
platform allowing to the users to tune Cloud services;
OPTIMIS (http://www.optimis-project.eu) establishes
an open Cloud Service Ecosystem for adaptable and
reliable IT resources support; VISION Cloud
(http://www.visioncloud.eu/) introduces an
infrastructure for reliable delivery of data-intensive
storage services and many other projects launched
during previous calls.

Cloud-based services because are expected to become
one of the main IT market niches and as a consequence
many large companies are working on the creation of
their own solution to retain a competitive position (The
Economist 2009). Due to the reason mentioned above it
would be rational to provide Cloud-based simulation
service as integral component of the Internet of
Services.

5. SIMULATION LAYOUT DESIGN AND
VISUALIZATION OF THE RESULTS

One of the essential actualities is the display of
simulation results in a form that is understandable to
domain specialists and as close as possible to the
specifics of the business sector.

Currently, built-in tools with limited functionality are
used to display simulation results. Furthermore, it is not
clear how to visualize the results of a non-homogenous
and distributed simulation.

There are several different definitions for Virtual
Reality (VR), but one of the formulations determines
that it is the simulation of the goal system using
computer graphics and providing the user with the
ability to interact with the researchable system by using
three and more levels of freedom (Burdea 2003). It all
depends on the research object. If reality is the object of
research, the virtual constructions complement the
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visible object. In the present case, there is talk of an
Augmented Reality (AR) solution. If the research object
is a virtual object, where a real life existing installation
or component is added, then it can be considered an
Augmented Virtuality (AV) situation. Currently, virtual
reality questions relate to a scientific sub-sector, which
combines various fields such as computers, robotics,
graphics, engineering and cognition. VR worlds are 3D
environments, created by computer graphics techniques,
where one or more users are immersed totally or
partially to interact with virtual elements. Mainly,
special devices stimulate the sight, hearing and touch.
Higher immersion level can be achieved with output
devices, which are mainly directed to humans visual
sense, for example, head mounted displays (HMD),
stereoscopic monitors, special glasses, projection walls,
CAVE systems, etc. Multiple sound sources positioned
provides 3D sound, and touch can be simulated by the
use of haptic devices (Moraos and Machado 2009).

The basic element of a VR system is the authoring
platform which provides the import of models from
other 3D graphics tools (AutoCAD, Maya, 3D Max
etc.), the generating and rendering of scenes, and the
building and operation of scenarios. Although the
construction of VR/AR systems is still expensive and
time consuming, which is caused by the incompatibility
of hardware and authoring platforms, gradual
development is taking place (Ginters et.al 2007). At
least VRLM supports most authoring platforms. In
recent years VR platform providers (Bluemel 2011)
have been working on the creation of tools for
simulation layout planning. Initially, VR/AR might be a
good supplement to any of the simulation environments
to improve the clearness of simulation, but in the near
future the agreement between simulation and VR
professionals could lead to the development of a unified
VR-simulation interface concept. Another useful VR
application could be the visualization of simulation
results by adapting them to the perception and industry
specifics of domains experts. In any case, it is clear that
the fusion of VR with simulation environments and
tools is a matter of the nearest future.

There are more than twenty EC FP7 projects, which
currently do research in the field of virtual reality,
however, there are few with a connection to the
development of Future Internet, for instance, IRMOS
(http://www.irmosproject.eu) will design, develop,
integrate and validate a Service Oriented Infrastructure
that enables a broad range of interactive real-time
applications. It will support the development and
deployment of real time applications in a distributed
way. The infrastructure will be demonstrated by
focusing on virtual and augmented reality; VirtualLife
(http://www.ict-virtuallife.eu) aims to combine a high
quality immersive 3D virtual experience with the
trustworthiness of a  secure = communication
infrastructure, focusing on the creation of secure and
ruled places within the virtual world where important
transactions can occur; 2020 3D Media




(www.20203dmedia.eu) is aimed to the development of
new technologies to support the acquisition, coding,
editing, networked distribution, and display of
stereoscopic and immersive audiovisual media, capable
of providing novel and more compelling forms of
entertainment both for home and for public grounds.
The users of the resulting technologies will be both
media industry professionals across the current film, TV
and ‘new media’ sectors producing programme material
as well as the general public.

For the time being, virtual reality experts are busy with
their internal problems and, it seems, are not ready to
deploy and adapt their systems for the Future Internet
environment. A close cooperation between Future
Internet architects and VR/AR ideologists has not been
formed because both sides are not ready for serious
negotiations, although opinions can be heard, that Web
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3.0 will be in 3D. However, it is clear that sooner or
later it will happen, and simulation experts should
participate in the development of this unified concept.

6. SIMULATION HIGHWAY - THE CONCEPT
Simulation Highway - common approach and rules to
deploy, access, join and exploit the different and
heterogeneous simulation models in distributed
environment on the Future Internet and Cloud.

The Simulation Highway (Ginters and Vorslovs 2008;
Ginters and Aquilar 2008) ensures translation and
distribution the simulation requests in the Cloud. These
simulation requests address a set of simulation cells
organizing implementation highway during the
simulation session of defined task.
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Figure 3: Multilevel Requests Translation and Distribution on Future Internet (Ginters and Aquilar 2008)

Each simulation cell serves as a server and
simultaneously as a switch so that various and
previously existing simulation models that are

registered to the cell and participates in the decision

making task in real-time can be connected to the
simulation highway of the task (see Figure 4).
Cognition is integral attribute of each simulation cell.

Figure 4: Simulation Highway — Distributed Multiple Access Simulation Environment
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To each cell different models: discrete-event (DEVS),
system dynamics (SD), agent-based (ABM) can be
registered. Each task, formulated by the domain expert,
generates a heterogeneous chain of interacting models,
or highway. The results are visualized in a manner that
is understandable and demonstrative to the client using
VR facilities provided by the Future Internet 3D.

The important problem for distributed simulation is
placidity of the Cloud platforms. For example,
Amazon’s EC2 supports the Message Passing Interface
(MPI), the message-based communications protocol
used by parallel programs that run on clusters (Fujimoto
et.al 2010). This provides theoretically a variant to
making parallel and distributed simulations.

Nevertheless this approach is too general to be
successfully used in such a specific field as simulation,
because Cloud platforms are better oriented at providing
high bandwidth communications among applications for
longer sessions than to interchange of many small
messages requiring quick delivery. Theoretically it is
possible that simulation societies would arrange
common Cloud platform suitable for implementation of

B-translation

p—_—
-
-

the simulation tasks, but such approach would be the
step away from the aim, because the benefit is use of the
common Cloud solutions by all the tasks. Therefore,
selection of the right Cloud platform would be the
challenging task.

7. ONTOLOGY BASED ADAPTABLE
UNIVERSAL SIMULATION
SPECIFICATION LANGUAGE

One of the major problems is a different process

specification and the performance of further

transmissions, ensuring cooperation with the Simulation

Highway.

Existing simulation languages are different and
problem-oriented; the abstraction level is low enough.
On the other hand, the languages used by software
engineers are not suitable to describe real and complex
processes. There have been several attempts to achieve
universal solutions (see Figure 5).

! Simulation Access Language (SimAL)
! Simulation Query Language (SimQL)

Stanford University (Gio Wiederhold (before
2000), Cheng (after 2000)

P 77 F7 F7 ~.

l’ :--_-_---: '--_-_---: :-'--'-_': A

'

N i Modelj 1 1 Modelj+q i i Modelj+j 7
HLA /CORBA

Figure 5: Client-Server Access Model SimAL/SimQL

In the beginning of the 21* century client-server access
was offered for simulation models by integrating SQL
query analogues, but the proposed solution did not gain
wide acceptance, because it was not enough, i.e. access
to the simulation environment did not improved for
domain experts, because the query still had to be made
in what a person without programming skills would
consider an unfriendly language.

Ontologies provide formal methods for describing the
concepts, categories, and relationships within a domain.
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Domain ontologies may be particularly helpful to
simulation modellers since they can be used to
communicate domain information to simulation and
modelling tools with limited human intervention.

Ontology driven simulation (ODS) takes advantage of
this feature by using software tools to align knowledge
resident in domain ontologies with knowledge resident
in a modelling ontology in order to facilitate the
creation of simulation models. In ODS, a tool is used to
map concepts from domain ontologies to concepts in a



modelling ontology and then create instances of
modelling ontology classes to represent a model.

Ontology driven simulation uses ontologies to drive the
creation of simulation models and in doing so makes
use of an agreed upon set of terms and relationships that
are shared by domain experts, modelers, and model
development tools. These terms and relationships
provide a semantic grounding and structure for the
executable model. The domain ontology exists for a
specific application area, and its classes and instances
determine the types of components that will make up
the model.

The modeling ontology is developed independently of
any specific domain ontology but may rely on general
upper ontologies. Modellers receive the benefit of
having a stable set of terms for the domain available
through the design tools that they are using.

Domain experts and others who make use of the
simulation models benefit by having simulations use a
common set of terms with which they are familiar.

Under the framework of the Simulation Highway
project is intended to create Ontology Based Adaptable
Universal Simulation Specification Language based on
a knowledgeable, ontological and semantic approach
that would give various domain experts an immediate
possibility to specify different simulation cases as well
as translate, distribute and implement these
specifications in the Cloud through the Simulation
Highway.

The language would be based on UML and its followers
BPMN and BPEL, and supplemented with the

possibilities to describe stochastic and heterogeneous
processes, as well as additions that would provide
domain experts with more friendly access. The use of
BPMN and BPEL would facilitate the introduction of
the new simulation specification language in the Future
Internet environment.

8. SIMULATION HIGHWAY

VISUALIZATION OF THE RESULTS
It is clear that the presentation form of the simulation
results should be demonstrative and close to the
perceptual characteristics of domain experts. The higher
is the level of immersion, the better the quality of the
gained knowledge.

AND

The important reason for VR/AR wuse is the
requirements for the quality and the performance of
simulation layout design. Of course, in industrial tasks
it does not a critical factor like military applications
(Smith 2010), but in any case intelligent application of
VR facilities would substantially reduce the potential
errors and time for the layout design.

The development of virtual and augmented reality
(VR/AR) solutions and evolution of simulation
environments creates a convergence of both sides where
VR/AR will become an integral part of simulation tools.
However, the next step is the demand for universalism
and sufficiently open access, which could be provided
by the Future Internet of Services and Cloud facilities.

This means, that requirements have to be defined and
developed for an interface between the Simulation
Highway and the set of virtualization tools on the
Future Internet 3D (see Figure 6).

3D Future Internet
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System Dynamics

MACRO LEVEL Simulation Tools
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MICROSIMULATION Tools
LEVEL Discrete-Event
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Figure 6: Simulation Highway - part of the Internet of Networks

The Future Internet of Devices (Things) ensuring access
to the net for the mobile users dramatically increases the
number of potential modellers. However, in the case of
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simulation, it must be remembered that the resource
capacity of mobile devices (screen, memory, battery) is
limited and cannot be compared to stationary users.



9. CONCLUSIONS

Simulation, in its half a century long existence, has
achieved structurally diverse and heterogeneous
solutions. New possibilities have emerged, which are
analogous to software design, such as prototyping,
automated model generation and others, and that is why
simulation can be defined as simulation engineering.

The diversity and time consuming creation of models
claim for requirements by unification and
standardization. This can slow down the development
of simulation technologies while expanding its scope of
application, which could create the possibility of
convenient decision making for domain experts.

Unification is doubtful without the creation of a unified
approach to the distributed simulation and Ontology
Based Adaptable Universal Simulation Specification
Language based on a knowledgeable, ontological and
semantic approach, which should preferably be based
on habitual, well supported and with the Future Internet
key persons understandings compatible constructions
such as UML, BPEL, BPMN, etc.

The development of the Future Internet solutions is one
of the priorities of European research. Therefore,
service providers, including simulation professionals,
should appropriately focus on solution development for
the Future Internet of Services on the Cloud. A major
advantage of simulation in the Cloud is that it is
scalable. As the number of modellers increases,
simulation servers can be added to increase the
computational and storage capacity. Serious challenge
is selection of the right platform for the Cloud due to
real-time requirements of simulation.

The visualization of simulation results has to be done in
an understandable and acceptable form, which VR/AR
solutions can provide. These have to be integrated into
the Future Internet 3D, but the Simulation Highway, as
a part of Internet of Networks, has to ensure an interface
between VR/AR and simulation models.

The proposed Simulation Highway solution is an
attempt to unify the access to heterogeneous simulation
models, to provide domain experts with the immediate
specification possibilities and to ensure the economy of
computer resources by deploying the simulation on the
Future Internet of Services. The solution promotes the
development tendencies of the Internet of Things,
because it intends to deploy simulation tools to mobile
communication devices.

Project partners will realize a demonstration tasks
which will relate to a decision making simulation on
port logistics and policy modeling. Expected results
would allow for the consolidation of varied and
different previously developed simulation models into a
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unified environment and ensure their direct usage by
miscellaneous industry domain experts and specialists.

ACKNOWLEDGMENTS

The current article was prepared in the framework of
ERAF project No.2DP/2.1.1.2.0/10/APIA/VIAA/001
“Support for preparation of IST FP7 STREP project

9993

“Simulation Highway™”.

REFERENCES
Von Bertalanffy, Ludwig, 1976. General System
Theory: Foundations, Development,

Applications, Rev. ed., ISBN-978-0807604533.

Banks, J., Carson, S. II, and Nelson, B.L., 1996.
Discrete-Event System Simulation, 2nd ed.,
Prentice Hall, Upper Saddle River, N.J.

Chang, Chris, 2004. Simulation modeling handbook: a
practical approach, CRC Press LLC, ISBN 0-
8493-1241-8.

Pidd, Michael, 1996. Tools for Thinking: Modelling in
Management Science, ISBN 978-0471964551,
1996, 360p.

Banks, Jerry, 1998. Handbook of simulation, John
Wiley & Sons, ISBN 0-471-13403-1.

Gilbert, Nigel, and Troitzsch, Klaus G., 2006.
Simulation for the Social Scientist. Second
Edition. ISBN 139780335221493, Open

University Press.

Bruzzone, A., Verbraeck, A., Ginters, E., et. al., 2002.
Logistics Information Systems, Part 1-2, Jumi,
ISBN 9984-30-021-8, Riga, 2002, 682 p.

Carley, K.M., 2002. Computational organizational
science and organizational engineering, Simulation
Modelling Practice and Theory 10 (2002) 253-
2609.

Aizstrauts, A., Ginters, E., Aizstrauta, D., 2010. Step by
Step to Easy Communication Environment for
Distributed Simulation. //In: Annual Proceedings
of Vidzeme University College ,, ICTE in Regional
Development”, ISBN ISBN 978-9984-633-20-6,
Valmiera: Vidzeme University of Applied
Sciences, Sociotechnical systems engineering
institute, 2010, pp.11-13.

Silins, A., Ginters, E., Aizstrauta, D., 2010. Easy
Communication Environment for Distributed
Simulation. //In: World Scientific Proceedings
Series on Computer Engineering and Information
Science 3 “Computational Intelligence in Business
and Economics”/ Proceedings of the MS’10
International Conference, Barcelona, Spain, July
15-17, 2010, ISBN 978-981-4324-43-4, pp.91-98

Strassburger, S., 2006. The road to COTS-
interoperability: from generic HLA-interfaces
towards plug-and-play capabilities, in Proceedings
of the 37th conference on Winter simulation,
December 03-06, 2006, Monterey, California.

Verbraeck, A., 2004. Component-based Distributed
Simulations. The Way Forward?, in Proceedings
18th Workshop on Parallel and Distributed
Computer Simulation. (Kufstein, Austria, 16-19



May 2004), IEEE Computer Society Press, Los
Alamitos, CA, 2004. pp. 141-148.

Bolton, F., 2001. Pure CORBA, Sams, ISBN 978-
0672318122, 2001, P. 944.

Blackman, C., Brown, L., Cave, J., Forge, S., Guevara,
K., Srivastava, L., Tsuchiya, M., Popper, R., 2010.
Towards a Future Internet. Interrelation between
Technological, Social and Economic Trends. Final
Report for DG Information Society and Media,
European Commission DG INFSO, Project
SMART, 2008/0049 November 2010

Pedrinaci, C., and Domingue, J., 2010. Toward the Next
Wave of Services: Linked Services for the Web of
Data, Journal of Universal Computer Science.

The Economist. 2009. Clash of the clouds. The
Economist. 392, 80-82, 2009
Burdea, G., Coiffet, P., 2003. Virtual Reality

Technology. 2nd ed., Wiley Interscience, 2003.

Marcos de Morales, R., Dos Santos Machado, L., 2009.
Online Training Evaluation in Virtual Reality
Simulators Using Possibilistic Networks.//In:
Proceedings SHEWC 2009 Safety, Health and
Environmental World Congress, July 26 - 29,
2009, Mongagud, Brazil.

Ginters, E., Vorslovs, 1., 2008. Simulation Highway for
Food Quality Management. Proceedings of the
International  Scientific ~ Conference , Aplied
Information and Communication Technologies”,
Latvia University of Agriculture, Jelgava, Latvia,
April 10-12, ISBN 978-9984-784-68-7, 2008,
pp-86-95.

Ginters, E., Aguilar Chinea, M. R., 2008. Simulation
Highway for Applied Systems Management.
Proceedings of the 7th WSEAS Int. Conf.
on CIRCUITS, SYSTEMS, ELECTRONICS,
CONTROL & SIGNAL PROCESSING (CSECS
'08), Puerto de La Cruz, Tenerife, Spain,
December 15-17, 2008, ISBN 978-960-474-035-2,
2008, pp.180-186

Towards a Future Internet, 2010. Interrelation between
Technological, Social and Economic Trends. Final
Report for DG Information Society and Media.
European Commission DG INFSO Project SMART
2008/0049, November 2010, Available from:
http://www.internetfutures.eu/wp-
content/uploads/2010/11/T AFI-Final-Report.pdf,
[accessed 01.04.2011]

Fujimoto, R.M, Malik, A.W., Park, A.J., 2010. Parallel
and Distributed Simulation in the Cloud, SCS
M&S Magazine — 2010 / n3

Smith, R., 2010. Simulation in the Cloud, ITEC 2010,
London, 18-20 May.

AUTHORS BIOGRAPHY

Egils GINTERS is director of Socio-technical Systems
Engineering Institute. He is full time Professor of
Information Technologies in the Systems Modelling
Department at the Vidzeme University of Applied
Sciences. He is a member of the Institute of Electrical
and Electronics Engineers (IEEE), European Social

97

Simulation Association (ESSA) and Latvian Simulation
Society. He participated and/or coordinated some of EC
funded research and academic projects: FP7 FUPOL
project No. 287119 (2011-2014), FP7-ICT-2009-5
CHOREOS project No. 257178 (2010-2013), e-
LOGMAR-M No.511285 (2004-2006), SocSimNet
LV/B/F/PP-172.000 (2004-2006), LOGIS MOBILE
LV/B/F/PP-172.001 (2004-2006), IST BALTPORTS-IT
(2000-2003), LOGIS LV-PP-138.003 (2000-2002),
European INCO Copernicus DAMAC-HPPL976012
(1998-2000), INCO Copernicus Project AMCAI 0312
(1994-1997). His main field of interests involves:
systems simulation, logistics information systems and
technology acceptance and sustainability assessment.

Yuri MERKURYEYV is Professor and Head of the
Department of Modelling and Simulation at Riga
Technical University in Riga, Latvia. His professional
interests include methodology of discrete-event
simulation, supply chain simulation and management,
as well as education in the areas of simulation and
logistics management. Prof. Merkuryev is a
corresponding member of the Latvian Academy of
Sciences, President of Latvian Simulation Society,
Board Member of the Federation of European
Simulation Societies (EUROSIM), SCS Senior Member
and Director of the Latvian Center of the McLeod
Institute of Simulation Sciences, and Chartered IT
Professional Fellow of the British Computer Society.
He authors about 300 scientific publications, including
6 books, and is a co-editor (with Galina Merkuryeva,
Miquel Angel Piera and Antoni Guasch) of a recently
published by Springer-Verlag book ‘“Simulation-Based
Case Studies in Logistics: Education and Applied
Research”. He is editorial board member of several
journals, including “Simulation: Transactions of the
Society for Modeling and Simulation International,”
and “International Journal of Simulation and Process
Modelling”. Prof. Merkuryev regularly participates in
organising international conferences in the area of
modelling and simulation. In particular, he has served as
General Chair of the International Conference
"European Conference on Modelling and Simulation",
ECMS2005. He is permanently involved into
organising of the HMS (The International Conference
on Harbour, Maritime & Multimodal Logistics
Modelling and Simulation) series of conferences within
the annual International Mediterranean and Latin
American Modelling Multiconference, I3M.

Rosa Maria AQUILAR CHINEA is Professor and
Vice-Rector at Universidad de la Laguna in Santa Cruz
de Tenerife, Spain. His professional interests include
ontologies of discrete-event simulation environments.
Prof. Aquilar Chinea regularly participates in organising
international conferences in the area of modelling and
simulation. In particular, he has served as Chair of the
International Mediterranean Modelling
Multiconferences EMSS 2006 and other.



7. Aizstrauts, A., Ginters, E. & Aizstrauta, D. (2011). Easy Communication
Approach for Data Exchange in Distributed Simulation Environment. In

Proceedings of the 13th WSEAS international conference on Automatic

control, modelling & simulation (ACMOS'l1) (pp. 34-38). Stevens Point:
World Scientific and Engineering Academy and Society (WSEAS).

Retrieved from http://www.wseas.us/e-
library/conferences/2011/Lanzarote/ ACMOS/ACMOS-04.pdf

98



Recent Researches in Automatic Control

Easy Communication Approach for Data Exchange in
Distributed Simulation Environment
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Abstract: - The development of simulation enables the researchers to explore more sophisticated problems at a
more detailed level. At the same time this implies a necessity to use several models, or even different
modelling tools. Different modelling approaches (multi agent systems, discrete events simulation, system
dynamics, etc.) usually envisage the use of different modelling tools (software). This makes the issue of their
mutual communication a central concern to the researcher. There are several solutions, but they are
complicated and not suitable for people without specific knowledge. The aim of the article is introduction to
new and easy communication environment which would be used to substitute HLA and other more expensive

tools.

Key-Words: - Simulation, HLA, Distributed simulation, Easy communication

1 Introduction

At the level of decision making the consolidation of
all data is necessary. Therefore, the demand for the
communication environment which ensures the
information exchange with appropriate efficiency is
important. Many solutions exist, but HLA [10] can
be nominated as more popular one. However, the
high costs of the commercial versions promote for
new ways searching and using of the distributed
environments provided for software modules
communication.

Meanwhile the variety of simulation tools,
including the development of different user-friendly
simulation tools, enables professionals of various
fields to use them in their everyday routine.
Therefore mechanisms for simulation models
communication should be useful for these
professionals, they should be unsophisticated and
user-friendly, that do not require any specific
knowledge or skills.

Hence this paper describes a solution that would
give the opportunity to ensure the communication
between modelling tools or distributed models
without HLA communication architecture at the
same time being unsophisticated and appropriate for
users without extensive technical skills. It is
primarily based on the “Easy communication
environment for distributed simulation” [1]. Instead
of HLA this paper concentrates on a newly
developed inter-adapter communication mechanism.
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2 How to Access the High Level

Architecture (HLA)

High Level Architecture (HLA) [11] is a concept of
the architecture for distributed simulation systems.
HLA ensures interoperability and reuses among
simulations. It consists of rules that separate parts of
distributed simulation model (federates) must follow
to achieve proper interaction during a federation
execution.

Specification, which provides interface to the
Run-Time Infrastructure, which can be distributed
and ties together federates during model execution.
The distributed time management can be done,
because all federates’ nodes directly undertake
synchronization  roles.  Therefore, the total
simulation is takes less time and the system is safer,
unfortunately, implementation is very expensive,
complex and laborious.

The wide variety of HLA functionality is rarely
needed and only applicable to specific simulations,
therefore one might ask, do we really need to use
HLA? After investigating different possible options
for data exchange among different models and
simulation tools, the authors elaborated a pilot-
solution — easy communication environment that
facilitates access to the HLA environment [1].
Communication was possible locally (within one
computer) as well as globally (among several
computers). For local communication this solution
used communication adapter — independent software
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— that was on the same computer as the simulation
tool. In case of global communication, the solution
used HLA architecture as well as the adapter(s).

For this solution to become real, the simulation tools
need to have a feature to create extensions. These
extensions provide data exchange between the
model and the “outside”. As one cannot be sure, that
the model is able to ensure live instance
communication channel, therefore data storage for
data storing was created. Simulation tool with the
help of extension received data from the data
storage. Also the transfer of data was ensured by the
extension — the data were transferred to
communication adapter, and later on were
transferred to other communication adapter with the
help of HLA. It should be noted that this mechanism
did not use time synchronization that is realised by
HLA to ensure that in whole federation there would
be one time and separate federer would not hasten.
Basically HLA was used as a communication
adapter switch that allows them to communicate
with each other as well as it provided a list with
possible interactions. Considering the
abovementioned, there is no need to “force” the
usage of HLA as it is rather powerful and capable
communication architecture, nonetheless it is not
worth wile to use it for comparatively easy tasks.

3 New Approach to Easy
Communication

3.1 Fundamentals

The basic principles of the proposed mechanism is
similar to one described in “Easy communication
environment for distributed simulation pub.”[1],
only instead of HLA another communication
mechanism is used for data transfer to other
communication adapters. Changes have been made
also to the structure of data that is being transmitted
between simulation tool and communication
adapter, as well as among several communication
adapters. The main elements of this mechanism are
the following: Models  (Simulation  tools),
Communication library, Communication adapter,
Data storage and Communication gateway.

In order to be able to function in a communicative
system, Simulation tools have to be able to
communicate with itself or different simulation tool.
In this article strictly focus only one of these
versions, namely, where simulation tools can
perform communication with other software
(adapter). In most cases this function is performed
with some additional plug-ins, extensions or

libraries. For example, NetLogo, that is a multi
agent-modelling tool, uses different extensions [12],
as well as discrete event modelling tool Extend that
also allows using extensions [2].

Communication library is an extension of
simulation tool that enables to make connections
with the adapter for sending and receiving data.
Extensions can be made in different programming
languages that depend on the features of simulation
tool. For example, NetLogo extension was made
using Java, but the extension for Extend is a DLL
file, that was made in C programming language. The
exchange of information between communication
library and communication adapter is organised as
simple as possible, as one can not predict in what
programming language the extensions have to be
made and what are the available features.

Communication Adapter is the element that
communicates with models and communication
gateway, and transmits them further to other
communication adapters. Communication is carried
out using a pre-defined data format, ie. XML
structured format, so that the data can be easily
constructed by communication library. With
communication adapter the user can define what
information it will share with other members of
communication network. Defining this information
is a substantial step in communications process, as
other users can observe what kind of information is
available in within the network. When the user has
defined this information to be shared, then
communication adapters of other users will display a
notification about newly available information that
can be used in their models. For example, the user
defines that he will share the data from the crop-
harvesting model, and other users see in their
communication adapters, that there is a possibility to
receive data from this model.

Data storage is an element of communication
adapter that keeps incoming data, transmitted
through adapter. When the model is ready to use
these data, then it demands them from
communication adapter, this data that is being kept
in data storage. Data storage can store also older
data, if the model requires.

Communication gateway is the component that
allows exchanging information between several
computers. Without communication gateway
information exchange is possible only within one
computer. For the communication to be successful,
the communication gateway has to be within a
network infrastructure, so that communication
adapters would be able to connect wit them.
Communication adapters themselves do not have to
necessarily be accessible from outside, because
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communication is performed through the gateway,
not directly. Communication gateway maintains
descriptive information about data available among
models (not the data from models), it is registered in
the communication gateway by the communication
adapter. This adapter regularly gets into contact with
the gateway and receives the up-to-date information
about data available among models.

3.2 One Node Communication

Figure 1 shows a diagram of communication node
that ensures communication at local level — within
one computer. Communication node consists of
communication adapter and models generated by
simulation tool.

Model 1 Model n
Com. library Com. library
[y 4
L 4 v
(" o)
Communication adapter Data
storage
. J

Communication node

Fig. 1. Communication node

Between communication library and adapter
within ~ communication  node  two  way
communications is possible — receiving and
transmission of data. Communication uses XML
format, and that indicates also, which way of
communication that is. If the model demands data,
then the demanded data is returned, but this returned
data is not XML anymore. Therefore it is easier for
communication library to process the received data.

3.3 Multi Node Communications

Figure 2 shows the architecture for communication
among several communication adapters in the
framework of distributed simulation model, where
nodes that can be located anywhere geographically.
It is important that communication gateway can be
seen by all adapters.

Also for communication between adapter and the
gateway one uses XML messages. Communication
gateway understands these kinds of action (*‘a”) tags:

e Request for the list of available kinds of
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information (simulation data types, for
example power of wind, direction of wind,
etc);

e Registering of kinds of information;

e  Subscription for simulation data;

e Sending of data.

Communication Compmnication Comnmnication

|

| adapter | adapter 2 adapter n |
I I R
| r A i
| Communication gateway

i

I J

Communication network |

Fig. 2. Distributed communication network

Figure 3 shows the XML message for requesting
the list of available kinds of information from
simulations run within models. Adapter sends this
kind of request frequently to communication
gateway, so that the user can follow the up-to date
information about available simulation results.

N

owmtlis/a/n > Com. gaterway

v

Com. adapter

A

< <pepwindans<rs

N

Get list

Fig. 3. Get list communication example

Figure 4 shows, how this information about
available simulation information is being registered.
Message has to indicate the type of action
(“register™), as well as kind of information from the
simulation (“wind”). Communication adapter after
the registration receives a confirmation message,
where “s” tag indicates status. If the status is “ok”,
then the registration was successful, if it shows
“error”, then no registration was performed. In this
case “m” tag contains description of this error.
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M

| <O <amaisterd/ax<p Wi/ T > Com. gateway

Com. adapter

= V

< apok<am=<m<it |

N

Registration

Fig. 4. Registration example

Figure 5 shows, how one subscribes for the
simulation data. The example shows subscription for
information about “wind”. Communication gateway
receives a confirmation message, where “s” tag
indicates status. If the status is “ok”, then the
registration was successful, if it shows “error”, then
no registration was performed. In this case “m” tag
contains description of this error.

N

crx<a>subscribec/ av<pewind<na< /> > Com. gateway

Com. adapter

v

< <p<pok<emmer I

Fig. 5. Subscribe example

Figure 6 shows a situation, where communication
adapter sends a message with type of action
(“send™), kind of information (“wind”) and value
(“5™). When communication galeway receives the
message with this information, it returns the status
message to the adapter, and transmits the received
information to all adapters that have subscribed for
the certain simulation data (“wind” in this example).

I

| B T S DR > Com. gateway

"

Com. adapter

< <ok im |

Subscribed A
com. adﬂ?lm < <ry<ariamc/eapwndird>iolag |

N

Send data

Fig. 6. Send/receive data example

Figure 7 illustrates the communication among
adapters and activities of each adapter.
Communication here is viewed from the side of
adapters, without showing communication within
the gateways.

A A A . A A
R-,A" - I L TV S, S——
E Adapter 1
R-.B" S- A"
Adapter 2
Adapter 3
1 2 3 -+ 5 6 T

Fig. 7. Communications time diagram
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The figure (see Fig. 7) shows communications
system with three adapters. Adapter 1 performs only
two activities in this example - registers interaction
“A” and sends its data. Adapter 2 registers
interaction “B” and subscribes for interaction “A”
data. In the period of time 3 Adapter 2 sends data of
interaction “B”™ and it is received by Adapter 3.
Adapter 2 has subscribed for interaction “A”, and
during period of time 5 it receives the data from
Adapterl. During the period of time 2 Adapter 3
subscribes for interaction “A” and period of time 3
for interaction “B”. During the period of time 4 it
receives data of interaction “B” that is being sent by
Adapter 2, but during period of time 5 it receives
data of interaction “A” that is sent by Adapterl.

4 Conclusion

Finally some important conclusions can be drawn
regarding the distributed  simulations  and
communication between models. First, it can be
observed that the developers of simulation tools do
not pay attention to the opportunities of models to
communicate with other models, even of the same
modelling environment. The paper outlines the
structure of a comprehensible communication
system and points out to its advantages. Second, the
existent ~mechanisms do not offer time
synchronization option; therefore there is a need to
invent data storage. Further research should be
aimed at searching for such time synchronising
options. Third, future research should also seek for
possibilities to ensure the transmission of more
complicated data types. At the same time it should
be noted that not all simulation tools offer the
creation of extensions, therefore the comprehensible
communication system described in this paper
would not be applicable for such tools. Therefore if
it is observed that simulation is revolutionizing the
social and organizational sciences [11], then there
are new challenges for engineering scientists in
terms of enabling this process and empowering the
researchers from other disciplines.
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Abstract: - The development of Future Internet and Cloud computing creates new challenges for simulation
scientists in terms of enhancing the accessibility to distributed simulation and empowering the researchers from
other disciplines. The article tests the operation of simulation communication environment using Cloud
infrastructure. The results of the experiment within Amazon EC2 Cloud infrastructure show no significant

benefits for Easy Communication Environment users.

Key-Words: - HLA, CORBA, DIS, Cloud, Easy Communication Environment (ECE)

1 Introduction

Simulation nowadays plays an increasing role in
situation analysis in research and the assessment of
possible solutions in business. Sociotechnical
systems deal with technological control as well as
the impact of social or natural factors. EC FP7
project No.287119 FUPOL ,Future Policy
Modelling”  (http://www.fupol.eu) aims at a
completely new approach to traditional politics.
Major innovations like multichannel social
computing and crowd sourcing will change the way
politicians communicate with citizens and
enterprises and take decisions. This will enable
governments to gain a better understanding of the
needs of citizens. Likewise the FUPOL simulator
will have the capabilities to simulate the effects of
policies and laws and to assist governments in the
whole policy design process. The simulation models
and tools of the sociotechnical systems are often
incompatible, heterogeneous and territorially
distributed and it is especially problematic if domain
specialists lack the expertise and specific
programming skills to use them effectively. To
achieve this, several heterogeneous and territorially
distributed models have to communicate and co-
operate. The development of Future Internet and
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Cloud creates new possibilities and challenges for
simulation engineering by offering extended access.

This article discusses distributed simulation
communication environments as the possible
solution aiming at deployment of the simulation
services on the Future Internet and the Cloud. Easy
communication environment usage is tested within
cloud computing infrastructure.

2 Distributed communication
environments

2.1 High Level Architecture (HLA)

High Level Architecture (HLA) is a concept of the
architecture for distributed simulation models. HLA
is a powerful, however complex tool, and ensures
interoperability and reuses among simulations. It
consists of a)rules that determine federation;
b)Object Model Template that defines the format for
specifying the set of common objects used by a
federation (federation object model); c)their
attributes, and relationships among them; d)interface
specification, which provides interface to the Run-
Time Infrastructure, that can be distributed and ties
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together federates during model execution [16].
HLA is well standardized (IEEE Std 1516-2000,
IEEE Std 1516.1-2000 and IEEE Std 1516.2-2000)
[17] and could be used for heterogencous and
distributed simulation systems development.

2.2 Distributed Interactive Simulation (DIS)
Distributed Interactive Simulation (DIS) is based on
distributed interactive simulation protocol
SIMNET. DIS is an open network protocol standard
for linking real-time platform-level war gaming
simulations. DIS standard specifies the layout of
data to be transferred in network level.
Communication packets/data PDUs are laid out
exactly as defined in the DIS specifications. DIS
Protocol Data Units (PDUs) define syntax (data
format) and semantics (rules), for network data
exchange and simulation interoperability. Designed
to be an environment for real-time data exchange
among distributed, computationally autonomous
units. DIS has no central control unit for the entire
simulation exercise and therefore may be used
respecting choreographic interoperability provided
in some Future Internet platforms. The development
of DIS decreased following the proposal and
promulgation of its successor — HLA [2].

2.3 Common Object Request Broker
Architecture (CORBA)

The first Common Object Request Broker
Architecture (CORBA) includes CORBA Object
model, Interface Definition Language (IDL), and the
core set of application programming interfaces
(APIs) for dynamic request management and
invocation (DII) and Interface Repository as well.
Also some several features like interfaces for the
Basic Object Adapter, memory management and
more IDL language mappings exist [3]. Two kinds
of the objects exist in CORBA: Servants and
Clients. The Servant is an implementation entity that
defines the operations supported by CORBA IDL
interface. Client invokes operation on an object
implementation from Servant [1].

CORBA standard was elaborated for joint
communication of the programs written in different
languages. To achieve this aim the interfaces of the
modules must be specified in conformity with the
requirements of the IDL. IDL specifications are
accessible for C, C++, Java, COBOL, Smalltalk,
language, which made this mechanism well suited
enough. Nevertheless, the CORBA environment
asks for centralized synchronization that made
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distributed simulation systems vulnerable, but it is
important only in some specific cases [3].

2.4 Web Service

Web Service (WS) is a communications mechanism
that allows the client to address server with a
request. Web Service communication interface is
defined as Web Services Description Language
(WSDL), but communication occurs using Simple
Object Access Protocol (SOAP), that is meant for
structured information exchange. There are two
types of WS use: Remote procedure calls and
Service-oriented architecture. The drawback of WS
is comparably slow operation and relatively greater
amount of data that is transmitted. Web Services
differ from the distributed object technologies in
that they have reverted to an earlier “remote
service” model. There is no concept of an object
reference; instead a service is defined simply by an
end-point that supports various operations [4].

2.5 Some drawbacks of existing
communication environments

However to create heterogeneous and distributed
simulation models researchers mostly use one of
abovementioned communication environments.
One of the most influential drawbacks is the lack of
ready-made solutions that would allow creating
multi-model systems. Unfortunately each case has
to be dealt separately, by designing new
communication environment among models.
Integration of communication environments is not
trivial, it is complex and time-consuming, and
therefore a software engineer is needed as well as
additional funding for the research project. In fact,
the accessibility of modelling tools is very limited
for domain experts, and this very often leads to
mistakes in decision process.

3 Easy Communication Environment

— way to the inclusion

To deal with the abovementioned problems
concerning heterogeneous simulation modelling
systems, a new communication concept was made —
“Easy communication environment®. The essence of
this concept lies in its simplicity — the domain
expert is able to “connect” modelling tools without
the help of software engineers. Easy
Communication Environment has to be reusable and
universal at the same time in order to be able to
connect as much various modelling tools as
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possible. For more information see Aizstrauts A. et

al [5].

The main principles were taken from HLA —
communication occurs through broadcasting. The
user uses special plugin/extension of simulation tool
that allows send/receive data, indicates what data he
wants to send/receive. The communication adapter
operates on the same computer and it can either
register the specified data or sign up for already
registered data. So, similarly to HLA, the data is
only sent to those, who have signed up for it.

Communication node consists of Communication
adapter with embedded data storage,
Communication library and simulation Models. The
data storage allows storing the incoming data. It is
necessary because models operate differently in
time, and it may be possible that one model is not
able to receive the amount of data sent from another
model within a certain period of time. Easy
Communication Environment uses XML data
format to transfer simulation data requests and
responses.

Figure 1 shows the architecture for
communication among several Communication
adapters in the framework of distributed simulation
model, where nodes can be located anywhere
geographically.
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Library Library Library
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adapter
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N
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Fig.1. Easy Communication Environment [5].

Communication gateway ensures communication
among adapters and it is important that all adapters
can be seen by communication gateway.
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ensures that data is received by only those adapters
that have subscribed to certain data [5].

4 Simulation — One of the Services on
the Future Internet and the Cloud

4.1 Future Internet context

It seems that nowadays it is hard to over-emphasize
the importance of the Internet and its presence in
our everyday routines. Tselentis et al. states that the
current Internet designed 40 years ago is today the
most important information, service and networking
infrastructure providing the mechanisms for the
digital society at large to function as an integrated
entity [6].

At the same time the increasing dependence on
the Internet as a daily tool has tremendous social
and economic impact [14]. Within this context a
European initiative called “The Future Internet
Assembly” (FIA) has been established with the goal
to shape the Internet of the future. This initiative,
which is backed by a number of European research
projects under the EU Seventh Framework
Programme (FP7), follows similar activities in the
US, Japan, and Korea [8]. The FEuropean
Commission supports approximately 140 Future
Internet projects to a greater or lesser extent and
some research of them are related with Cloud
(http://www.future-internet.eu/activities/fp7-
projects.html). There is a need for both researchers
and practitioners to develop platforms made up of
adaptive Future Internet applications. Simulation is
not an exception, as it can become one of such
services in the Future Internet environment [9].

4.2 Cloud-based simulation

Cloud computing is emerging as a novel computing
paradigm. A specific feature of it is that
computation and storage resources are provided as
services. In this way, applications/software can be
executed or maintained on the Cloud without the
necessity of operating an own local infrastructure.
Such a computing model significantly reduces the
cost for resource and software management, which
is clearly an attractive benefit for small business and
research groups. In addition to cost-efficiency,
Cloud computing shows other advantages such as
on-demand resource provision, supporting legacy
codes, service reliability, easy management, and so
on [10]. Some well-known commercial Cloud
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solutions are for instance Google’s AppEngine,
Microsoft Azure, Sun Grid, Aneka, Amazon’s
Elastic Computing, Salesforce etc. [7, 11].

Cloud computing offers the promise of
outsourcing the task of providing and managing
execution platform to users while hiding many of
the complicated details of parallel and distributed
simulation execution. As such, it offers the
possibility of making parallel and distributed
simulation technology much more readily accessible
to the simulation community. As cloud-computing
environments become more common, their use for
parallel and distributed simulations becomes more
attractive [12].

The potential benefits and technical challenges
that arise in utilizing cloud platforms for parallel
and distributed simulations and a potential solution
approach has been studied by Fujimoto, Malik and
Park [12]. It has been observed, they argue, that
parallel scientific codes executed over Amazon EC2
ran significantly slower compared to execution on
dedicated nodes of a cluster. They stress that Cloud
environments are often better at providing high
bandwidth communications among applications than
in providing low latency and this is problematic for
many simulation applications that are accustomed to
sending many small messages requiring quick
delivery rather than fewer large messages requiring
high bandwidth alone. Many of cloud environments
in general, according to their research, are not
specific to parallel or distributed simulation. For
example, users must be assured that proprietary and
confidential data will be secure in a cloud
environment before they will consider such a move
[12].

Another research to be mentioned is the one done
by Yamazaki et.al. [15] Their on-going work aims at
development of cloud-based web service called
“Simulation Platform” for multi-scale and multi-
modal neural modelling, and they stress that Cloud-
based technology simplifies the work of researchers.
They also conclude that such a simulation platform
has tremendous applications also for more general
use in various academic fields, including the peer-
reviewing process and adding functionality to online
articles. [15]

But one can outline also another major problem,
e.g. while the development of different Future
Internet mechanisms involves software engineers;
they might lack the perception of possible kinds of
services and their specific operation in the Future
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Internet. The end-result depends on many experts
from different fields and their collaboration. These
experts define what and how should be developed
by software engineers from the users perspective.
For example, in logistics some specific aspects of
RFID, biometrics and GPS data exchange must be
respected.

5 Easy Communication Environment
on the Cloud

The use of Cloud computing in various fields of
research still has to be tested. Also Buyya et al.
indicates the need of Cloud computing and other
related paradigms to converge so as to produce
unified and interoperable platforms for delivering IT
services as the 5th utility to individuals,
organizations, and corporations [11].

Therefore the aim of this research is to test the
Easy Communication Environment architecture on
one of available Cloud computing platforms and
consider the possibilities for future operations.

To choose among the Cloud platforms, one had to
make sure what the requirements regarding the Easy
Communication  Environment  were. Easy
Communication Environment is JAVA based, that
means that the platform for running Easy
Communication Environment must to have JVM
(Java Virtual Machine). Another criteria is related
with simulation software. The experiment described
in this paper deals with two modelling environments
— Extend and NetLogo [5]. Extend operates only on
Windows and Mac OS X, and NetLogo also on
Linux. Accordingly, the chosen cloud solution had
to offer appropriate infrastructure rather than a
platform. Therefore Amazon Elastic Compute Cloud
(EC2) was chosen for this experiment.

Amazon EC2 provides a virtual computing
environment that enables a user to run Linux-based
applications. The user can either create a new
Amazon Machine Image (AMI) containing the
applications, libraries, data and associated
configuration settings, or select from a library of
globally available AMIs. Amazon EC2 charges the
user for the time when the instance is alive, while
Amazon S3 charges for any data transfer (both
upload and download) [11]. EC2 supports RedHat
Linux, Windows Server, openSuSE Linux, Fedora,
Debian, OpenSolaris, Cent OS, Gentoo Linux, and
Oracle Linux OS server instances. Server instances
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are administered using we-based interface (AWS
Management Console) or using Amazon E2 APL

To integrate the FEasy Communication
Environment with Amazon EC2 three server
instances are needed. Two instances operate with
simulation models and the third is reserved for the
Communication gateway. Additional three Elastic
IP addresses for each instance are needed. (Elastic
IP addresses are static IP addresses designed for
dynamic cloud computing [13]). These IP addresses
are used by Communication adapter to establish a
connection with Communication gateway. All
server instances use Windows Server OS,
respectively one runs Extend and Communication
adapter, the second - NetLogo and Communication
adapter, and the third — Communication gateway.
Figure 2 shows Easy Communication Environment
on Amazon EC2. To use simulation tools, user must
have direct access to model. Therefore the Remote
Desktop Protocol (RDP) is wused to control
simulation models.

Ingtance A Instance B

Windows Server Windows Server

NetLogo

I

Communication
adapter

Extend

Communication
adapter

~

1

\
Instance C ¢

i
i Window! -
i Communication gateway
i Server

Fig.2. Easy Communication Environment on
Amazon EC2.

Amazon EC2 offers ,,unlimited” server resources
to be used for intensive load. Unfortunately Easy
Communication Environment architecture in its
current stage is not able to use this advantage. It is
not possible to make GRID, as each simulation
model operates on separate server and this action
cannot be divided among several servers.

Easy Communication Environment allows
communication among different types of simulation
tools, and many of them support a dynamic
modeling process with active participation of the
user (for example, NetLogo). In this case the use of
Amazon EC2 1is not beneficial, but is rather
inconvenient, because the user has to use RDP.
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Finally, if the model is deployed on Cloud, then the
fact that only one user can work with the model,
could also be perceived as a disadvantage, otherwise
the great potential of Cloud computing is being
neglected.

6 Conclusions

This article discusses the challenges of distributed
simulation within the context of different
communication environments and the Future
Internet development. It proposes and tests the
operation of communication environment using
Cloud infrastructure. The development of the
Internet of Services and Cloud computing creates
new challenges for engineering scientists in terms of
enhancing the accessibility to distributed simulation
and empowering the researchers from other
disciplines.

To ensure the communication among different
models the user has to apply one of communication
environments (HLA, CORBA, WS, etc,) but there
are no ready-made solutions that would allow
creating multi-model systems. By dealing with
communication among models in case-based
manner, huge resources are spent on technical
1ssues, not on research.

The concept of “Easy Communication
Environment” provides a simple solution where the
domain expert is able to “connect” models without
the help of software engineers. Easy
Communication Environment 1is reusable and
universal at the same time in order to be able to
connect as much various models as possible.

The new paradigm of Cloud computing in its way
corresponds to the needs of distributed simulation
society and is very promising, although recent
studies report also some drawbacks as many Cloud
environments are not specific to such simulation
tasks.

Within  experimental  running of  Easy
Communication Environment on Amazon EC2
infrastructure, it was concluded that Cloud
computing has no significant benefits for Easy
Communication Environment at the moment.
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Abstract. The FP7 FUPOL project aims at a completely new approach to
traditional policy modeling providing complex domain use case verification
with the FUPOL Simulator and visualisation of the results in a form suitable for
beneficiaries. Policy domain use case models are diverse and versatile, therefore
architecture of the simulator must fit complexity and usability requirements that
determine involving heterogeneous agent-based and system dynamics
simulation technologies and an appropriate implementation comprising on SOA
based distributed models joined by Easy Communication Environment (ECE).
The article deals with designing the FUPOL Simulator architecture, and the
benefits, and drawbacks of the approach used.

Keywords: Agent-based simulation (ABM/MAS), FUPOL, Policy simulation,
Distributed simulation, System dynamics, Service oriented architecture (SOA),
Land Use Category Change (LUCC), Easy Communication Environment
(ECE).

1 Introduction

Mathematically justified planning of economic policy, including regional policy, is
extremely important because every wrong decision can lead to serious and even
irreversible consequences. The economic crisis, which still significantly affects all
countries, would be easier to overcome if all decisions would be based on right
analytical solutions [1]. It is no secret that mathematical modelling and other
advanced analytical methods are rarely used for policy planning and decision impact
forecasting because they require specific knowledge. As a result, public and private
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sectors as well as institutions make wrong decisions on economic governance,
taxation, social and economic development, monetary policy etc. Global economy
planners such as International Monetary Fund (IMF) chief economists Olivier
Blanchard and Daniel Leigh are no exception [2]. They have admitted mistakes in
predicting the impact of austerity on European economics. The planners had
underestimated the rise in unemployment and the decline in domestic demand related
to fiscal consolidation, as well as under-predicted the likely impact of reforms on
economic growth. As a result, Greece, Spain and Portugal were required to make
swift budget cuts, which could lead to social tensions and disrupt national economies.
The errors were caused by choosing incorrect action impact assessment methods and
avoiding to take into account a considerable number of crucial factors that are typical
for policy modeling. This is a situation where simulation technologies can be applied.

Using simulation solutions, policy planners can examine a variety of real-time
solutions before their implementation as well as forecast the impact of potential
decisions on the attainable goal in general [3].

Policy modeling as the object of research is versatile and complex. FP7 FUPOL
project (see www.fupol.eu) aims at a new approach to traditional policy modeling.
Major innovations like multichannel social computing and crowd sourcing used for
data gathering change the way politicians communicate with citizens and enterprises,
and make decisions. The simulation and visualisation tools assist governments and
policy makers in the whole policy life cycle and allow avoiding voluntary and wrong
decisions. In FP7 FUPOL the set of policy domains as the object for analysis and
simulation [4, 5] involves community facilities (area design, open space), urban
segregation and economics, edge land industrialization, sustainable tourism and other.
Each comprises some use cases.

Policy use case models, depending on the domain, could be described as discrete or
continuous, and determined or stochastic systems. For simulation of the above-
mentioned models different and heterogenic simulation tools could be used. Simulation
scenarios can ask for collaboration between separate simulation models for the
implementation of the task or policy domain use case, i.e. distributed and/or multi-level
simulation must be realised.

A wide set of different policy simulation tools exist in the world [6]. However their
use is limited by incompatibility and orientation mainly to IT professional’s bothering
elaboration of wide spread reliable and sustainable stimulators, which could fit for
deployment on the Future Internet and/or Cloud to ensure their accessibility [7].

Under the framework of the FUPOL project more than 60 different generic
simulation tools, domain oriented packages and project applications were reviewed [6].
Unfortunately only a few fit the requirements set defined for the design of the FUPOL
Simulator.

The objective of this article is to give insight into FUPOL Simulator architecture
design, as well as benefits and drawbacks of the provided solution.
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2 Methodology, Requirements and Findings

The FUPOL project policy modeling platform consists of different, however joined
work packages, which collaboration is aimed to creating new knowledge and
providing new possibilities to policy domain specialists related to forecasting of
potential decision effect making results through adding modern supporting tools as
semantic search, simulation and visualisation. Policy domain and use case model
identification is carried out in collaboration with beneficiaries [8]. The policy
modelling work package is responsible for policy use case model design and
verification, which is done using Coloured Petri Networks (CPN) and Fuzzy
Cognitive Maps (FCM) [9]. The FCMs, CPNs and ABM/MASs approaches are
combined to achieve a certain level of transparency by describing the causal models
as a set of behaviour rules also documented in a natural language for beneficiaries’
needs. Analytical equations are used if system dynamics simulation is requested for a
predefined domain use case implementation.

The methodology defined to generate ABM/MAS based policy use case causal
models consists of different stages. FCMs, CPNs and ABM/MAS approaches are
combined in order to achieve a certain level of transparency by describing the causal
models as a set of behaviour rules (they could also be described in a natural
language). A set of preliminary rules are defined using the information and data
obtained from beneficiaries (field work), together with a review of scientific literature
and also after some face to face meetings between modellers and pilot experts. CPNs
and FCMs are internally used to define the agents’ behaviour and, in the case of
CPNs, also to verify the rules by studying their state space reachability.

CPN formalism allows specification rule based system dynamics as a formal
language in which it will be possible to determine if the rules are consistent with the
observed system dynamics, which dynamics have been properly formulated, which
system states can be reached using the rules and check which rules should be added to
reach certain final system states. Rules can be seen as a relationship between
precedent conditions and a consequent body. This form of rules can be interpreted in
CPN formalism as a set of pre-conditions, which must be satisfied in order to fire an
event, and a set of post-conditions, which represent the new state of the system
reached after firing the event. Each rule can be formulated as a transition, in which the
pre-conditions will be formulated by means of input arc expressions of the place
nodes connected to the transition, and the post-conditions will be computed by means
of output arc expressions connected at the output place nodes. This one-to-one
representation between rules and CPN transitions is a positive feature of FUPOL
models to improve simulation transparency. One of the main advantages of analysing
the rule based model using CPN formalism is that the state space of the system can be
computed without considering particular time constraints (time events) and particular
stochastic factor constraints as well. Thus, the full state space of the system can be
computed providing all event sequences that could occur in the real system together
with the evolution of the system (state variables) from an initial state to the different
final states. In case a feasible final state is never achieved, it is possible to check why
the conditions for an event are not satisfied and modify the rules (i.e. the transitions)
or add new rules (i.e. new transitions) to achieve an acceptable representation of the
system.
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The constructing of an FCM model requires the identification of concepts to be
included in the model. This is mainly carried out jointly by the decision-maker and
the domain experts. Once all concepts have been agreed upon, the fuzzification
procedure is carried out. Fuzzification essentially involves employing a membership
function to break down a concept into a number of fuzzy (overlapping) sets in the
range [-1, 1] and assigning a linguistic value that best describes the state of a concept
within the boundaries of each fuzzy set. Next, each node is initialized with a numeric
value (known as its “activation level”) in the range of [-1, 1] to qualitatively signify
its current presence or state in the problem. In general a value closer to -1 indicates
that the concept has a strong negative presence, leading to inhibiting effects in the
problem, while a value closer to 1 indicates a strong positive presence, leading to
promoting effects in the problem. After consulting various policies domain use case
experts the FCM will be finalized and all descriptions of the concepts and their
corresponding activation levels, the causal relationships and their normalized weights
are denoted, and an ABM/MAS simulation policy use case model can be designed.

The set of rules validated using CPN models are the base to define the agents'
behaviour. The ABM/MAS models will be composed of basic agents (citizens,
industry etc.) and their interaction, the observer agent and multi criteria objective
function. The model will be evolving over time and agents will make decisions and
modify behaviour depending on their interactions with other agents and the state of
the system. The observer agent will be in charge of finding a trade-off between all the
indicators of the multi criteria objective function.

Verified policy model use case specifications in transparent, understandable and
formalized form (agent specification, agent interaction specification, time
specification, flow model specification, system dynamics model, interoperability and
data exchange specification, drivers, boundary conditions, quantitative parameters,
input data sources and links, and other notes) [9] with explanations in natural
language are transferred to design FUPOL Simulator software and run use case
simulation models. As a result of running the simulation software, the generated
simulation data generated is analysed by the Policy modelling work package using the
data mining approach ANFIS [10] to refine the final FCM relations and their weights.
Beneficiaries can use visualised FCM to better understand the causal effects.

Validation of the developed simulation model is performed at two different levels:

. Academic Validation is in charge of modeling, not simulation, because not
all real, involved agents are represented in the model. The full State Space of
the CPN model will be analysed to check if the different reachable states that
could be obtained in a real context negotiation for the deployment of an
urban policy can be generated by the rules codified in the ABM/MAS
environment;

. Beneficiaries Acceptance: Once the simulation code is available, the
different experts of the beneficiaries participate in simulation results analysis
and consider different scenarios and boundary conditions to accept/reject the
results obtained.

The methodology described above determines two groups of requirements to the

FUPOL Simulator software design tools and environments:
. Policy domain requirements to simulation software;
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. Technical requirements related to the FUPOL software platform.

The summary of the requirements for the FUPOL Simulator software design
platform is given in Table 1.

The FUPOL application domains are formulated in [4]. However, to diminish
potential mistakes technical and domain requirements were validated. Statistical
assessment using Kolmogorov-Smirnov tests with confidence alpha 0.95 approved the
credibility of obtained results. The analysis confirmed that user requirements are
versatile and distinctive. That determines the design of the two-level FUPOL
Simulator, which supports simulation on micro and macro levels in order to avoid
bottlenecks in further use case model simulation. The ABM/MAS model simulation
will be realized at a micro level. The macro level will be applied to long-term change
forecasting simulations and be based on SD tools as optional (if necessary). In the last
years similar ideas have been realised in different products, for example, Insight
Maker [11].

The data exchange and communication between ABM/MAS and SD simulation
models is ensured by some communication environment and PostgreSQL/PostGIS
DB. If the simulation scenario must be implemented as a queue of some simulation
models then distributed simulation and models routing must be used. The FUPOL
Simulator must be the joint part of FUPOL software and ensure necessary
interoperability. The FUPOL Simulator must collaborate with GIS GeoServer as a
basic platform for spatial data processing. The FUPOL Simulator is required by
WES/WMS (and other web services), XML data use and SQL requests
implementation.

The FUPOL Simulator must have a convenient GUI and functionally
understandable simulation desktop not only for the implementation of input-output
operations, but also for simulation initialization, calibration and control. It is
reasonable that Java is used as a tool for add-on programming.

It is strongly recommended that FUPOL Simulator is an open source freeware
solution ensuring web access only through a browse. The FUPOL Simulator must be
open and adaptable to different operating environments including deployment on the
Future Internet and/or the Cloud.

In order to select the FUPOL Simulator design software platform, generic
simulation tools and domain oriented simulation packages were analysed in
conformity with requirements mentioned in Table 1.

More than 32 generic simulation software tools have been assessed paying attention
to the software, which is more probable to being used for FUPOL Simulator software
design [6]. The review consisted of 3 SD tools (Stella, Vensim, Powersim), discrete-
event (DEVS) simulation packages, 8 agent-based (ABM/MAS) software packages
(AgentSheets, AntLogic, Ascape, NetLogo, StarLogo, MadKit, RePast Symphony,
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Mason), and cellular automatons (CA), micro analytic solution tools and tools
pertaining to multi-level simulation and learning, and evolutionary simulation.

Table 1. Requirements for FUPOL Simulator software design tools.

Criterion Values Threshold
system dynamics (SD), discrete-event
Simulation systems (DEVS), agent-based approach ABM/MAS must be ensured
technolo (ABM/MAS), cellular automatons and SD as optional
: . p
gy (CA), learning and evolutionary
simulation etc.
. . commercial, freeware, shareware, and must be open source and
Licensing .
open-source, price, rules of usage freeware
Spreading and how widespread and how long existing, widespread with stable
sustainability technical support technical support

Resolution and

model dimensions and resolution

The highest model
dimension and/or scalability

possible, no less than

scalability 1000x1000 or 50m per cell
(ABM/MAS)
Documentation Quality of software documentation well documented
(manuals, examples etc.) I —
web services and SOA
Architecture desktop, client-server, web services, design possibilities, and
u distributed models distributed models
implemented as optional
Interoperability with other platforms, environments and The platform must be open
tools, web services
wide deployment
operating system, specific environment, environment including
Environment programming languages, compiler or virtual machines and
interpreter deployment possibilities on
the cloud
. . . existence of GIS applications
o scratch.es, libraries, Geographlcal (WES/WMS services) and
Applications Information Systems (GIS), different T
domains possibilities for access to
PostereSQL/ PostGIS DB
Graphic User possibilities aimed at convenient compatibility with Java
Interface (GUI) simulation desktop design extensions
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In addition, LUCC tools, combined domain simulation packages, different approaches
and descriptions for more than 20 applications, int.al European level modeling
projects were reviewed. A detailed review was done on six products — UrbanSim,
Metronamica, Whatlf?, FEARLUS, SLEUTH, LandUse Scanner.

The aforementioned analysis confirmed that domain oriented simulation packages
practically do not correspond to the FUPOL Simulator software design requirements,
but generic simulation tool Repast Symphony can be used as a basis for further work.
The tool will be used for the design of ABM/MAS based policy use case simulation
models. The SD simulation software must also be realized using the same simulation
tool ensuring the functionality is optionally similar to the STELLA [12]. The FUPOL
Simulator GUI and other necessary software must be implemented in Java.

Further chapters are aimed at discussing of the FUPOL Simulator architecture
elaborated in conformity with requirements defined above.

3 Structural Model of FUPOL Simulator

The FUPOL Simulator is responsible for implementing policy use case model
simulation elaborated under framework of the FUPOL project.

The simulation is ensured at two levels: micro and macro simulation (see Fig.1). At
the micro level agent-based simulation (ABM/MAS) operations related to versatile and
small basic components interaction and forecasting of the interaction results are
performed. ABM/MAS could be used for forecasting of continuing changes, however
the use of SD simulation is more reasonable. Therefore the FUPOL Simulator is
designed as a two level system. At the macro level (if it is necessary) the SD
simulation is implemented. In this case the micro level is the data source for the macro
simulation model. If the scenario requests simultaneous interoperability between the
set of models, distributed simulation is performed using the Easy Communication
Environment (ECE) [13, 14, 15].

ECE is communication mechanism provided for data exchange among simulation
tools and models. The basis is a reduced High Level Architecture (HLA) [16]
exchange mechanism based on broadcasting principles. One of the main statements of
ECE is simplicity of use to promote the design of distributed simulation models for
domain specialists who have no specific knowledge in programming.

The FUPOL Simulator software (see Fig.2) management part consists of a
Simulation Initialization and Control block (GUI) and Multilevel and Distributed
Simulation Models Management unit.

The Simulation Initialization and Control block (GUI) is responsible for:
e Restrictions and limitations (red lines, red polygons);
e Drivers and Categories (selection, creation, weighting);
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e Simulation Algorithm Parameterization (probability, distance or surrounding,
switching on-off);

Initial Simulation Window Marking, Zooming and Selection;

Data Input (CORINE, INSPIRE, EUROSTAT, User Data);

Data Output (CORINE, INSPIRE, User Data);

Data Visualisation (map, tables, graphs, set of pictures, movie);

Launching (Start, Stop, Back);

Timing (time periods);

Interaction with FUPOL Software Core platform (authentication,
authorization, GIS, DB and Data access).

Multilevel and Distributed Simulation Models Management unit ensures:
e Simulation Platform selection (ABM or SD platforms);
e  Simulation Models Repository Management;
e Simulation Models Connection, Routing and Multi-level management
(collaboration with ECE and the Future Internet, and/or the Cloud).

SD model Q Macro level

O//V'alue 1 ﬁ;uﬁ 3 '\O Value j
4“;~|_| i -

]

— 1L
T 1L

Easy Communication Environment (ECE)

e

ABM/MAS P ABM/MAS
model 1 model n
model 2 o
Micro level

Fig.1. ABM and SD simulation model integration in the preliminary architecture of the FUPOL
Simulator.

The Agent-Based Micro Model Repository comprises ABM/MAS models that are
aimed at FUPOL policy use case simulation. Perhaps, for one scenario separate model
interaction is necessary or some data must be sent to the macro level for SD
simulation. The operations mentioned above are realized by the Multi-level and
Distributed Simulation Models Management block, which is responsible for selecting
the necessary Simulation Platform to run distributed models.
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The Simulation Initialization and Control block (GUI) is responsible not only for
simulation process control, but also for the interaction with the FUPOL Core platform
Enterprise Service Bus (ESB) [17] to access spatial data and the database (FUPOL
GIS DB). The Controls block also manages the simulation desktop to control the
simulation process and ensure visualization of the intermediate and final results. The
FUPOL GIS DB is used for storing intermediate and final simulation session.

1
|
I . .
Simulation | Simulation
! Initialization and
Platfarm }4 : Control
|
I [ABM - 5D)
Simulation |
L
Platform j r
|
I
I
—————————— 4 $Dis1
System
Dynamics Macro SDj
I Models
Repository
507 5D
Multi-level and Distributed
Simulation Models Management
Agent-Based ABMp+1 CORINE
Micro Models XA INSPIRE
» n
t Repository ABMps2 EUROSTAT
USER DATA
ABML T agmy

Fig.2. FUPOL Simulator preliminary conceptual architecture.

The FUPOL Simulator is part of the FUPOL software system and therefore must
comply (with some constraints) with the interoperability requirements accepted in the
FUPOL software environment.

4 Functional Model of FUPOL Simulator Architecture

The FUPOL Simulator is one of the FUPOL project software services. The FUPOL
software services use Enterprise Service Bus (ESB) for communication.

The Visualization service, which is the main recipient of FUPOL Simulator output,
receives data directly from PostgreSQL/PostGIS DB and GeoServer or uses ESB to
access intermediate and final simulation session results.
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The FUPOL Simulator uses PostgreSQL/PostGIS DB, GeoServer and other
FUPOL Core Platform services (see Fig.3).

Fig.3 shows that every policy domain use case simulation model has two main
elements — Model (simulation model) and Web service. Model does all the modeling,
but Web service allows other FUPOL software services to exploit the particular
policy domain use case simulation model. Other core platform services access policy
domain uses cases simulation models through Simulation Initialization and Control
(GUI) (see Fig.2) blocks.

Domain use case 17

Model n

Web service n

Domain use case GUT n

4 l h

< Enterprise Service Bus >

Other core platform
services

FUPOL Core Platform

Fig.3. FUPOL Simulator collaboration with “Other core platform services”.

The Web service accepts SOA Protocol (SOAP) requests over Hyper Text Transfer
Protocol (HTTP). Each policy domain use case simulation model Web service
describes its functions using Web Services Description Language (WSDL). All
FUPOL software services that intend accessing the policy domain use case Web
service must implement SOAP clients using the particular domain use case Web
service WSDL.

PostgreSQL/PostGIS DB (see Fig.4) is used to store different data, which can be
useful to other modeling tools or FUPOL software services (for example, the
Visualization service). Access to the DB is established through ESB. Policy domain
use case simulation models use Java Database Connectivity (JDBC) to make
PostgreSQLPostGIS DB connections.

Domain use case GUI blocks represent user interfaces for each domain use case
simulation model. The FUPOL Simulator user uses a particular domain use case GUI
to manipulate with specified domain use case simulation model parameters and view
modeling results. The domain use case GUI is built for each domain use case
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simulation model separately, meaning — each GUI is built based on the particular
nature of the domain use case and FUPOL Simulator users’ expectations about the
usage of this particular domain use case model. Each GUI is also a SOAP client and
makes SOAP requests to the Web service of the particular domain use case. The
domain use case GUI is made using HTML and JavaScript, but the SOAP client is
coded with Java JAX-WS technologies that are implemented into FUPOL Core
platform as a Java servlet, which handles GUI requests and transforms them into
SOAP requests.

FUPOL Core Platform

Domain use case GUI PostgreSQL Geoserver
DB

Enterprise Service Bus

WME, WFS

JDBC
HTTR/S0AR |'| Model utility Domain use case
d—l_'.

Use case simulation Model

library

Web service ' I

L Function 1

Function 2

Function m

\/ Domain use case

Fig.4. FUPOL Simulator policy domain use case simulation software architecture.

GeoServer is one of the FUPOL software services and can be accessed via ESB.
The FUPOL Simulator stores spatial data in GeoServer, reads it later and even reads
maps that are stored by other services. GeoServer supports requests by the following
services - Web Feature Service (WFS), Web Map Service (WMS) and Web Coverage
Service (WCS). For example, the LUCC domain use case simulation model uses
GeoServer CORINE [18] maps as the main initial spatial data.

Fig.4 shows the FUPOL Simulator domain use case simulation software
architecture and collaboration of its main components with other FUPOL software
services through ESB. The main components of the domain use case simulation
software are — Domain use case simulation Model, Model utility library, Use case
Web service and Domain use case GUI (Simulation initialization and control block).

The FUPOL Core platform provides authorization/authentication for the policy
domain use case GUI. FUPOL software service users can access the FUPOL
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Simulator only by passing FUPOL Core platform authorization. The domain use case
GUI receives user information from the FUPOL Core platform. Afterwards user
information is forwarded to the domain use case simulation model and Model utility
library. The domain use case simulation model may need user input during the
simulation session, for example, to include a user’s previous session data in current
simulation.

To ensure that the interface of any domain use case is uniform, Web services
operating on uniform principles are used separately from domain use case simulation
models and the way they are developed. Domain use case simulation model
development does not need to follow any unified interface and is mostly implemented
in Repast Symphony [19]. Therefore the Web service is necessary to allow other
FUPOL software services access to the FUPOL domain use case simulation model in
a uniform way.

A domain use case Web service is a web application that implements Web service
specifications. The domain use case web server as web application are hosted on an
Apache Tomcat 7 web server. It is an open source software implementation of Java
Servlet and Java Server Pages technologies. Apache Tomcat 7 requires Java 6 or later
[20]. Apache Axis2 is used for Web service deployment as a Web service / SOAP /
WSDL engine. The Apache Axis2 web application itself is deployed on Apache
Tomcat 7 web server. Apache Axis2 ensures WSDL generation and SOAP
request/response handling over deployed Web services.

The Model utility library is a library that promotes the functional operation of a
domain use case simulation model. Functionality that is not directly related to
modeling is transferred from the model to his library. The Library includes
functionality that is required by particular domain use case simulation models or other
FUPOL software services, for example the GUI or Visualization service. For
example, in the case of the LUCC domain use case, the library may include an
informative function that returns land use values. The Library was developed with
Java and is platform-independent. It can be run on wide set of operating systems. The
model utility library is stored as a JAR (Java Archive) file and other Java based
programs, such as domain use case simulation model, can use it as a library.

The domain use case model utility library can have functionality that may require
DB usage. The utility library uses PostgreSQL/PostGIS to retrieve and store
information related to a particular domain use case simulation. It uses PostgreSQL
JDBC Driver to connect to DB.

The domain use case simulation model is written in Java using generic simulation
software Repast Symphony. The model is an executable Java JAR archive that can be
used by other Java programs or be executed as stand-alone software. During domain
use case simulation the model is supposed to be launched only by web service
functions. The domain use case simulation model has only two connecting data flows,
one with the domain use case Web service and another with the Model utility library.
The domain model implements the Model utility library to use its functionality for its

124



own purpose, for example, in the LUCC example, the domain use case simulation
model uses spatial data from GeoServer.

5 Verification and Validation

The LUCC use case was selected for the verification and validation of the FUPOL
Simulator design approach. This allowed checking architectural solutions, selected
generic simulation tools, interoperability with FUPOL Core platform testing, spatial
and statistical data processing, GUI designing and data visualisation possibilities
testing. The LUCC use case was selected because it is a basis for further use case
simulation. The LUCC case is based on well-known modeling algorithms [21]. The
user has possibilities to visualise the simulation region map with an overlaying
CORINE land-use categories map. The land-use description table is accessible in
conformity with CORINE codification. During simulation red lines (polygons) can be
drawn on the desktop with limited LUCC possibilities. In the legend, influence
(weight) of each land-use category can be selected for the simulation session. The
vicinity of changes and simulation duration are defined by the user. After simulation,
all intermediate and final spatial and statistical results are stored and visualised.

The verification and validation of the approach is a critical task and there are a
number of procedures that were carried out in order to help obtain confidence in the
provided approach. These confidence-building activities included:

e Historical validation tests: Comparing the results of the FUPOL Simulator
results to known historical values of land-use changes in a predefined region.
The statistical paired T-tests show that paired t-statistic calculated in
comparison with values corresponding to t-distribution confirm a high
probability that the FUPOL Simulator LUCC use case generated simulation
results are paired with historical data changes in a region if voluntary policy
decision making events were extracted of the representative sample;

e Extreme value verification tests: Testing how the approach behaves when
extreme values are entered. Does the approach behave as one would expect
or does it exhibit wild behaviour? The verification confirmed that the
FUPOL Simulator with LUCC use case works in conformity with the
intentions of the simulator’s designers;

e Comparative validation: Comparing the simulation results with other similar
products. The FUPOL Simulator LUCC use case simulation results were
compared to a Metronamica [22] and MOLAND [23, 24] stimulation output
series. Statistical Mann-Whitney and Wilcox tests gave similar results
approving that with confidence alpha 0.95 all the series are paired and
therefore the FUPOL Simulator LUCC application use case can be
considered as validated;

e Face validation: Conformity comparison of the designed FUPOL Simulator
with requirements defined in Table 1 reveals that simulator fits the
previously defined requirements.
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6 Conclusion and Future Work

Policy modeling is a complex task due to a huge amount of important influencing
factors. Most policy decision makers are not familiar with modern modeling
technologies, mathematics and ICT tools. Therefore, a great amount of decisions are
intuitive, voluntary and wrong. To change the situation under the framework of FP7,
the FUPOL project is intended to develop a new approach in policy decision making,
which is based on advanced semantic search methods, data mining, simulation and
visualising technologies use granting possibilities for policy decision makers to verify
their decisions before introduction in real life. Policy domain use cases are different
and complex, simulation software design is labour-consuming, therefore previously
used simulator design approaches do not fit today’s requirements. The use case
simulation scenarios would ask for distributed simulation use and wide spread, easy
and direct access to the simulation tools for policy decision makers. Unfortunately, that
today that is problematic. The FUPOL Simulator designing approach promotes:

e Multi-level architecture of FUPOL Simulator ensures simultaneous running of
heterogeneous use case simulation models enhancing performance of the
simulation session;

e FEasy Communication Environment (ECE) wuse supporting easy
implementation and running of distributed use case simulation models;

e The modular structure of the simulator provides easy step by step adding of
other use case simulation models;

e Belonging to the open source and freeware software group, and granting
multilingual support to the potential users network, reducing errors in
simulation software and also in policy decision making;

e Web services SOA based architecture enhances integration with other
decision making and service tools;

e The FUPOL Simulator is ready for deployment on the Future Internet and/or
the Cloud,;

e The FUPOL Simulator fits the requirements of beneficiaries, if during
validation voluntary accepted policy decisions are excluded from the
historical data.

The architecture described in the article will be further developed under the FP7
FUPOL project framework introducing collaboration between the simulation model
and FCM, where FCM will be used for weight and impact interactive assessment and
correction of the simulation driver. The suitability of virtual and augmented reality
(VR/AR) applications will be explored to tune the visualisation services.

Acknowledgments. The FUPOL Simulator described above has been developed

under the framework of FP7-ICT-2011-7 IP project FUPOL No. 287119 (2011-2014)
“Future Policy Modelling”.
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Abstract

The article describes a custom made architecture for distributed simulation. Initially intended for Skopje Bicycle Inter-modality
simulation, it has proven itself as being universal, adaptable and usable for many different purposes. It supports not only the set
of simulation models, GUIs and data representations, but also many users running simulations at the same time. Such architecture
brings certain challenges forth. The authors discuss methods for dealing with these challenges.
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1. Introduction

Policy planning and decision making are among those domains that could benefit from possibilities granted by
modeling of potential outcomes. But policy modeling as the object of research is versatile and complex. EC FP7
project No.287119 FUPOL ,,Future Policy Modelling” (http://www.fupol.eu) aims at a new approach to traditional
policy modelling'. The simulation and visualization tools assist to governments and policy makers in the whole
policy life cycle and help avoiding voluntary and wrong decisions. In FP7 FUPOL the set of policy domains as the
object for analysis and simulation involves community facilities (area design, open space), urban transport and
economics, land use planning, sustainable tourism and other. Each of them comprises some use cases.

* Corresponding author.
E-mail address: artis.aizstrauts@va.lv

1877-0509 © 2015 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).

Peer-review under responsibility of the Sociotechnical Systems Engineering Institute of Vidzeme University of Applied Sciences
doi:10.1016/j.procs.2014.12.004

130



Artis Aizstrauts et al. / Procedia Computer Science 43 (2015) 18 - 25

Usually to simulate sociotechnical problems there are several models involved to solve particular problem and not
all of them may be designed with the same simulation type. It is common to design Multi-agent system (MAS) as a
distributed simulation®. Previously for distributed simulation communication Easy communication environment
(ECE) was designed to provide communication among simulation models®, but it cannot be used in this case as it is.
ECE is more focused on direct data exchange between simulation models, but Skopje Bicycle Inter-modality
simulator requires wider functionalities within the communication environment.

At first this article briefly introduces Skopje Bicycle Inter-modality but after discusses the architecture of
distributed simulation environment in detail. Finally some concluding remarks are given and further research
directions are defined.

2. Skopje Bicycle Inter-modality simulator use case

The main objective of this project is the development of a software solution that will offer the City of Skopje and
its citizens the opportunity to simulate the occupancy and usage of bicycle stations and parking lots. The overall goal
is to increase the number of people that use bicycles as transport by taking several different measures such as
establishing bicycle inter-modality, initiating the development of parking lots, rent-a-bicycle facilities, new bicycle
paths and improving existing bicycle paths. Such project would help the authorities of City of Skopje in improving
the scheduling and resource planning, initiation and creation of new projects involving the bicycle stations and
parking lots. The citizens of City of Skopje will also be involved in the decision making process by constantly
communicating and expressing their opinion to the authorities, making the whole process more transparent and
efficient’, Public simulation is accessible at http://prod.fupol.lv:8080/skopjebicycle. Skopje Bicycle Inter-modality
simulator ensures validation of potential activities of Skopje Municipality using multi-agent systems simulation
(ABM/MAS) in Repast Symphony® environment. It is based on statistical data provided by Skopje Municipality. It
not only gives possibility for citizens to participate directly in policy planning and crafting, but also provides
municipality with valuable feedback through ticketingf‘.

3. Simulator description and requirements

This section describes the simulation types, user roles and overall functionality provided by Skopje Bicycle Inter-
modality simulator. The explanations will help to understand the specific requirements of the architecture in the
following section. Skopje Bicycle Routes Simulator software is created to find optimal solution for bicycle station
and track building location in the City of Skopje. To encourage the intermodal transport, the citizens are also
integrated in the collection of ideas on how bicycle intermodality can be fostered. The citizen participation is
supported including the use of a simulation tool.

3.1. Simulation types

There are two types of simulations proposed in the simulator: Simulation 1 simulates bicycle usage for one week
with given custom parameters (set of tracks, set of bicycle stations, weather conditions and month of the year).
Based on these parameters simulation will generate bicycle usage for each track and station; Simulation 2 is a way of
combining multiple object changes to see which changes affect the bike usage the most. Simulation 2 includes
multiple project definitions, affordable project set, combination generation and best result displaying. Each
combination is a mix of one or more projects added to existing simulation settings. Each Simulation 2 consists of
one or more one year simulations with conditions set by projects. These types of simulation were defined by Skopje
Municipality.

3.2. User roles
The user roles that were defined by customer are:

¢ Administrator — creates and manages users;
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e Master user — setup (using import) of initial simulator configuration, change configuration, export configuration,
and realize both simulation 1 and 2;

e Manager — can view ticket reports, view and answer tickets sent by users, suggest new configuration and projects
that will improve the biking experience in Skopje.

e Public user — can access the visual simulation interface for Simulation 2.

These are the main requirements to the simulator. Whatsoever it should be noted that the greatest constraints are
the public access to the simulator — simulation can be run many times by many users at the same time — that means,
the architecture has to be flexible and able to process large amount of requests. The next section describes the
distributed simulator architecture in more detail.

4. Distributed simulator architecture

The simulator is part of FP7 FUPOL project and the requirements are obtained partly from project technical
guidelines. Each simulator can be viewed as one of FUPOL functionalities, i.e. end-user can use either one simulator
or several. Simulator within the context of this paper is model and GUIT that helps to control the model and view
simulation results. The project proposes that simulation GUI is a web application, and the model based on
ABM/MAS technologies. At the same time the models have to be executable also by third party software that is
developed within other work packages of FP7 FUPOL. That means the architecture has to be able to run all models
together, and each model might have different GUI. Based on previous research is it known that there must be a
central element for such an architecture that is responsible for the data exchange between architecture components,
such as Simulator GUI and model™®, Simulation GUI and Model can be considered as plugins within the
architecture. The architecture has to ensure that these components can be changed dynamically (plugged or
unplugged) without interrupting the operation and without interfering with other components. At the same time it has
to be scalable and ensure that its components can be distributed and operate within a cloud. A component (for
example, a model) can also exist in several instances, to maximize the amount of simulation sessions within one unit
of time. Another important issue to be considered is the fact that simulators can be publicly available. That means
that the architecture has to be able to process large amount of requests generated by large amount of users. In this
case the amount of users exceeds the number of models (model instances) and it is technically impossible to run all
the requested simulation instantly with existing model instances. The architecture has to be able to handle this issue
by introducing some waiting queue for requested simulation. From the viewpoint of system integrity the architecture
has to ensure mechanisms to be able to operate also in the situations when one of elements is not working properly
due to different problems. For example when the connection with the database is interrupted and models have
nowhere to store the data. The architecture has to embody mechanisms to ensure that these data are not lost.

Taking into account everything mentioned previously, it was decided to construct the architecture according to
Fig.1. The architecture can be divided into logical elements that communicate with each other and some of the parts
can be distributed over the cloud technologies.

The further sections describe the elements and operations of the architecture shown in Fig.1.

4.1. Simulation GUI

Simulation GUI is a tool or platform that ensures user interaction with model, lets them define configuration of
the simulation, execute it and view the results. The architecture is designed so that the simulation GUI could operate
as an independent element, that has to be able to communicate with the architecture using Advanced Message
Queuing Protocol (AMQP)’. From the viewpoint of architecture, there is no difference, how the simulation GUI is
organized, what programming language is used, what additional functionalities it has etc. However it is important
that GUI is able to communicate with Message broker/Message queue. So far the FP7 FUPOL experience shows that
different additional options are usually annexed to the simulation. For example, user management (including
authorisation), simulation reports, advanced analytics and ticketing functionality (public participation). Fig. 2 shows
a single view from Skopje Bicycle Inter-modality simulator.
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Fig. 1. Distributed simulation architecture.

The architecture is designed in a way that allows the Skopje Bicycle Inter-modality simulator GUI (see Fig. 2) to
be fully customizable. Thus GUI is adjustable to specific cases and groups of users and their needs. For example (see
Fig. 2), different user-friendly features as interactive maps sometimes are helpful for public use, but not always.
Sometimes it is much more important that GUI is orientated towards field specialists that need to be able to fully
control simulation and do not need decorative appearance or moving objects.
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It is worth mentioning that the architecture has to be able to support both mentioned solutions — they are equal
from the point of view of the architecture. They both send specific commands to start a simulation with specific
parameters. This architecture is built to ensure only the infrastructure for designing of simulator (simulation GUI +
simulation model). In other words, the developers of simulator have to define the communication themselves. The
architecture has to ensure only two main functions - the delivery of message from simulation GUI to simulation
model and also the storage (and retrieval) of messages in database (see Fig.1). The content of the message that is
sent from simulation GUI to run the simulation will be explained further.

4.2. Message broker/Message queue

Message broker/Message queue (MQ) ensures all communication within the architecture. It also ensures that
simulation GUI is able to deliver message to Model launcher agent to start respective model. And the Model
launcher forwards the simulation parameters to the model. MQ may be used also for any custom communication
among the architecture components if needed. The message broker is a message-oriented middleware (MOM) -
software or hardware infrastructure supporting sending and receiving messages between distributed systems. MOM
allows application modules to be distributed over heterogeneous platforms and reduces the complexity of developing
applications that span multiple operating systems and network protocols', In fact it would also be possible to use
any other task/job queuing tools, but the Message Broker was chosen because it is able to ensure equivalent
functionality as task/job queuing tools and is more orientated to message delivery, that is important in this case,
because simulation results are sent to database also using MQ.

Before integration into architecture, several MQ were analysed. The summary of conclusions and the mayor
differences can be seen in Table 1.

Table 1. Message broker solutions.

MQ Open source or Administration/  Self-hosted  Client language Previous
similar license mniGHng s support experience
ActiveMQ"! Yes Yes Yes Many* Yes
Kafaka" Yes Yes Yes Many” No
RabbitMQ" Yes Yes Yes Many* Yes
Amazon SQS"  No Yes No Java, Net, Node,js, Yes

PHP, Python, Ruby

Within FP7 FUPOL project open-source products are considered first. If it is not possible to find an open source
product, then the commercial counterparts are considered. At the same time in this case it was important that MQ is
self-hosted, and does not use open source cloud platform. Thus Amazon SQS was not further considered.

For the system to be easily maintained it is important that there is a convenient monitoring tool that enables the
management of communication — helps understand which nodes are alive/dead, monitor bottlenecks, analyse
throughput, etc. Therefore Administration/monitoring panel is used as a criterion and all MQs included in the
analysis do have this panel. It is important that MQ has ready libraries for as many programming languages as
possible. That allows the expansion of the use of architecture and there are fewer constraints to simulation GUI.
Mostly all MQ tools included in the analysis support many programming languages except Amazon SQS.

by ActionScript, Ajax, C, C++, C#, Net, Delphi, Erlang, Flash / ActionScript, Haskell, Perl, PHP, Pike, Python, Ruby
Python, Go (AKA golang), C, C++, .net, Clojure, Ruby, Node.js, Storm, Scala DSL , HTTP REST, JRuby, Perl, Java, PHP, Python, Go,
Erlang, etc.
¢ Java, Ruby, Python, NET, PHP, Perl, C / C++, Erlang, Node.js, Go, Common Lisp, Haskell, Ocaml, COBOL, etc.
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Taking into account all above mentioned arguments, only RabbitMq and ActiveMQ were analysed in more detail.
A throughput test was performed to make the final decision. The test was carried out with out-of-box configuration
for each tool (both had persistent mode on). The parameters of the experiment were following:

e Size of message — SKB;

¢ Onc message receiver;

e 1,5 and 10 message senders;

e Computer - Intel® Core™ i5-3320M CPU @ 2.60GHz % 4, 11.4 GB RAM.

Table 2. MQ performance test results

MQ | sender 5senders 10 senders
ActiveMQ 10000 msg/s 2000 msg/s 1800 msg/s

RabbitMQ 30000 msg/s 6500 msg/s 3500 msg/s

Based on performance test results (see Table 2) it was decided to use RabbitMQ as message broker for simulation
environment architecture designing under the framework of FUPOL project.

4.3. Model launcher

Model launcher is custom made software that launches Repast Symphony models. The command to launch the
model is received from MQ. To launch the simulation Simulation GUI has to send a message to MQ with a reference
that this message has to be included in queue and named “new simulation”. Respectively every Model launcher one
by one receives messages from this queue and each simulation is designated to different Model launcher. This kind
of architecture design allows to dynamically increasing the number of Model launchers, if it is necessary (in case
queue "new-simulation" is starting to get crowded). Fig. 3 shows the clements that are involved in launching a
simulation and storing the data/results of it in the database. As previously mentioned MQ contains a queue that is
named “new-simulations™ and “stores” simulation launch requests. To store the data in database Model Launcher
sends data to queue named ,,save-simulation-data".

Model launcher
. . agent
SlmGuﬁltlon MQ queue “new-simulation”
Model launcher
agent
Simulation
Gul Model launcher
agent
Datastorage " ; ; 5
agent MQ queue “save-simulation-data
Database
Datastorage
agent

Fig. 3. Start simulation message flowchart,
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Simulation GUI inserts message in MQ queue "new-simulation". The message is in JSON (JavaScript Object
Notation)lS format.

The Model launcher determines which model has to be launched according to message attribute “simulation”. The
data that can be found in the message attribute “params” are delivered (by Model launcher) to the model before the
launch of it. Within this architecture the developers of Simulation GUI and the developers of the model have to
decide what data the attribute “params” will contain. It is a closed agreement as the architecture does not provide any
mechanism for third parties to find out what parameters are needed for each model. Such mechanisms are provided
similarly by HLA with Federation Object Model®.

4.4. Datastorage agent and Database

Architecture allows data storing in the database. The main function of database is to accumulate simulation
results created by model. Datastorage agent’s task is to read these data from MQ queue “save-simulation-data™ and
store them in database. The architecture anticipates that database vendor has no crucial role — with datastorage agent
there are many possibilities to create different database adapters, thus widening the scope of architecture realizations.
For now, adapters that support PostgreSQL and MongoDB have been created. Message broker has two queues that
are checked by Datastorage agent on a regular basis:

¢ "Save-simulation-data" — in this queue those JSON format messages are inserted, that consist of data that has to
be stored in the database;

¢ "Get-simulation-data" — in this queue those JSON format messages that include inquiry for simulation data.
Datastorage agent understands inquiries with AND and OR comparisons.

Fig. 4 shows all steps, how data is retrieved from database. In this case it shows that Simulation GUI creates data
request in QM queue "get-simulation-data” that is then read by Datastorage agent. The message is being parsed and
then processed within database. When Datastorage agent has obtained all necessary data, the results are formatted in
JSON and returned to Simulation GUI, using MQ queue "reply queue".

MQ queue “get-simulation-data”

Simulation m Datastorage L Database
GUI < s agent

reply queue

Fig. 4. Fetch data from database.
The architecture provides also the possibility to run many Datastorage agent nodes, thus improving performance.
5. Conclusion

This article describes distributed simulation modelling architecture that was developed for the purposes of FP7
FUPOL project. The requirements defined by project posed certain challenges for the developing of such
architecture.

Easy communication environment (ECE) is designed to provide communication among simulation models.
Although ECE has some great design ideas and features, it proved to be too tightly bounded for direct simulation
model communication. In this case ECE could not be used as it is and for this project a new architecture had to be
designed, taking into account previous gained experience with communication in distributed simulation
environments” %, This architecture had to balance between two integration aspects — being casy and universal. The
architecture had to be flexible to implement various simulation models, regardless of simulation models and
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software (AnyLogic, RePast, etc.). At the same time the architecture had to be simple to implement for developer of
simulators.

The authors describe the architecture that correspond the various requirements defined by stakeholders. The main
elements of the architecture are — Simulation GUI, Message broker/Message queue, Model launcher and Datastorage
agent and database.

Further research and developments are needed to make the input parameter structure and data structure generated
by model available publicly within the architecture. Another perspective for further work is the Message broker
attachment to each Model launcher. This would ensure that data will not be lost in cases when connection with main
Message broker is failed.
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Abstract

The European Commission Decision C (2015) 6776 established the specific European Transport Specific Programme
implementing Horizon 2020, Part 11 "Smart, green and integrated transport", which promotes using clean transport
methods, one of which is cycling. In order to ensure the successful functioning of an integrated urban transport
system cycling has to be one of its components, which naturally fits into the overall intermodal transport system.
Due to limited funding it is important to understand which bike path network would be more efficient and ensure
the greatest possible population transfer from other types of transport to bicycles.

The sustainability of an urban environment depends on quality of planning and correct crafting, which is significantly
influenced by the technologies used to rule out acceptance of voluntary and intuitive decisions. One of
recommendable solutions is simulation. The multi agent-based (MAS/ABM) bicycle path network and exploitation
simulator (VeloRouter) has dual applicability as it is adapted to both the needs of municipalities and cyclists.

Introduction

Technologies are used to rule out acceptance of voluntary and intuitive decisions influencing the sustainability of an
urban environment. One usable method is simulation when a computer imitates a process or phenomenon as if it
was happening in real life. The basis of the urban environment multi-level model is a multi-agent Land-Use Category
Change (LUCC) simulation model, which allows forecasting changes in urban zoning for a set period of time (Lemp,
et. al, 2008; Ravulaparthy and Goulias, 2011). Each zone changes size is based on an empirical simulation algorithm.
This determines the activities and the extent to which they can be performed in a specific zone, such as industrial or
agricultural manufacturing, public recreation activities, individual or multi-storey buildings, hotels, green areas, etc.,
which in turn affects the placement of infrastructure, such as water and sanitation, electricity, and transport
networks.

There are different LUCC implementation sets, the oldest of which are realised using cell automatons simulation
technologies, for example Metronamica (Linke, 2008; Kim and Batty, 2011; Riks, 2015), SLEUTH (Clarke et. al, 2007)
and other LandUse Scanner (Koomen, et. al, 2011), Whatlf? (Klosterman, 2007), which determine several
development limitations. The younger LUCC solutions, such as Fearlus (Macaulay Land Use, 2015), UrbanSim
(Waddell, 2011), FUPOL LUCC (Deliverable 4.3, 2013) (see Figure 1) and others are usually designed using MAS/ABM
technologies, which ensure tool compatibility and data exchange capabilities in a heterogeneous and distributed
multi-level simulation model (Aizstrauts, et.al, 2014).
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Figure 1. FUPOL Land-Use Category Changes simulator

In this case LUCC is the basement of the urban sustainability model, as it determines the functionality and limitations
of any further models. The use of LUCC is the only way in the bottom-up simulation process. Otherwise designers can
expect activity planning incompatibilities because there are no land, roads and inhabitants. Only by knowing the
projected land area for each application, it is possible to create a reasonable design (see Figure 2).

Based on LUCC simulation results on the higher urban environment design levels it is possible to simulate changes in
city demographics and potential tax income and expenses, as well as perform other urban policy crafting simulation
activities. A sustainable urban transport system can be one goal of the model.

The European Commission Decision C 6776 established the specific European Transport Specific Programme
implementing Horizon 2020, Part 11 "Smart, green and integrated transport" (EC, 2015), which promotes using clean
transport methods, one of which is cycling. In order to ensure the successful functioning of an integrated urban
transport system, cycling has to be one of its components, which naturally fits into the overall intermodal transport
system. This means that bike paths, racks and the lease network must correspond to the transport system.
Unfortunately, the lack of financial resources makes it impossible to construct bike paths wherever it would be
desirable.
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Figure 2. Multi-level policy crafting simulation model

Therefore, it is important to understand which bike path network would be more efficient and ensure the greatest
possible population transfer from other types of transport to bicycles.

Cycling routes planning and design

The idea for VeloRouter originated in two EC FP7 projects FP7-ICT-2009-5 CHOReOS No. 257178 (2010-2013) “Large
Scale Choreographies for the Future Internet” (Lescevica, et. al, 2013) and FP7-ICT-2011-7 FUPOL No. 287119 (2011-
2015) “Future Policy Modelling” (Piera, et. al, 2013). This gave the opportunity to perform market research and
understand the needs of potential users.

Cycling route database Bikemap (http://www.bikemap.net) is a huge collection of bike routes published by service
users. Amongst others there are routes of weekend tours, longer holiday trips or the way to work. These routes can
be joyful rides for tourists, single trails for mountain bikers or really long routes crossing whole continents, like
the Eurovelo 7. Bikemap is free of charge. Bikemap works without registration. The elevation data has up to 30m (98
ft) deviance, therefore the distance markers and the elevation profile are not 100% accurate. Currently, there are
1,630,303 bike routes with a total length of 154,550,457 km. The user can mark his route on a map and publish it, as
well as see its length and elevation profiles.

Similar  functionality is  offered by  veloroutes.org  (http://veloroutes.org), routebuilder.org
(http://www.routebuilder.org) and EuroVelo (http://www.eurovelo.com/en). EuroVelo is a network of 14 long
distance cycle routes connecting and uniting the whole European continent. The routes can be used by cycle tourists
as well as by local people making daily journeys. EuroVelo is currently comprised of 14 routes and it is envisioned
that the network will be substantially complete by 2020. Similar products worth mentioning are Pro-Plan, Topo-Plan
un Bike Node Plan (http://www.routeyou.com/route/routeplanner/overview_all/choose-the-route-planner-that-
fits-your-needs), MapMyRide (http://www.mapmyride.com) and CycleStreets
(http://www.cyclestreets.net/about/), which is a UK-wide cycle journey planner system that allows to plan bike
routes from start to finish. It is designed by cyclists, for cyclists, and caters for the needs of both confident and less
confident cyclists. A similar tool is plotaroute.com (http://www.plotaroute.com) that is a free worldwide online
route planner for walking, running and cycling. It provides people with a simple way to accurately plan, measure and
share routes used for leisure purposes. The website was launched by Spidersphere (UK) in January 2014 and is now
used by thousands of people across the world every month.
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The bike route planner Flattest Route (http://www.flattestroute.com) in addition to elevation profiles also shows
route complexity, which is important for Sunday cyclists. Velomap.org (https://www.velomap.org) allows choosing
not only the shortest but also the most user-friendly route. RouteLoops (http://www.routeloops.com) is the site that
creates free, custom routes for running and biking that begin and end at the same location. There are several
specialised route planners, for example for mountain biking BikeRouteToaster.com
(http://www.bikeroutetoaster.com), which is a course creation application primarily aimed at Garmin
Edge/Forerunner owners although other users without a GPS may also find it useful for planning rides.
Another interesting tool is the bicycle route planner Pro Velo Bern (http://www.veloroutenplaner.ch) and the city
of Bern which is based on OpenStreetMap data. The proposed routes are generated automatically based on this data.
The quality and density of the OpenStreetMap data varies by region. The routing can be used all over Switzerland.
The operators of the bicycle route planner strive to keep the bicycle-relevant data in the city and agglomeration Bern
up to date. Nevertheless, it may happen that the suggested route can’t be driven all the way or that cycling is banned
on certain sections. Short passages through banned streets or footpaths may be proposed. Decisive is the
signalization in the streets and the road traffic laws. The operators of the bicycle route planner assume no liability
for the suggested routes. Regrettably, it does not include a simulation section, which would provide information
about the possible load of the chosen route, as well as geofencing capabilities.
Skopje Bicycle Inter-Modality Simulator (EC FP7 FUPOL) (http://www.fupol.eu/en/news/skopje-bicycle-inter-
modality-simulator) (see Figure 3) (Buil, et. al, 2015) is created to find a useable solution for bicycle station locations
in the City of Skopje. To encourage intermodal transport, the citizens are also involved in the collection of ideas on
how bicycle inter-modality can be fostered using a ticketing mechanism. The system helps the Administration of City
of Skopje to improve the scheduling and resource planning, initiation and creating new projects involving the bicycle
area in Skopje city. The above-mentioned simulator can be considered analogous to VeloRouter, however solution
commenting and statistics aggregation capabilities here are limited. Simulation algorithms and results are focused
on the needs of a specific large municipality and does not entail a detailed analysis of individual cyclists. Adaptation
of the product is difficult and it is intended for use in large cities, which significantly limits the potential user base.
Based on the analysis above, it can be concluded that cycling route design and planning products mainly offer the
capability of publishing cycling routes, but do not provide functionality necessary for municipalities to design a bicycle
path network, which is critical for successful sustainability management.
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Figure 3. Skopje intermodal bicycle simulator

The technologies are not designed to be deployed on the Future Internet (Software as a Service) (SaaS) environment,
because the architecture of these tools does not conform to Service Oriented Architecture (SoA) requirements and
is not based on web-service solutions.

144


http://www.flattestroute.com/
https://www.velomap.org/
http://www.routeloops.com/
http://www.veloroutenplaner.ch/
http://www.fupol.eu/en/news/skopje-bicycle-inter-modality-simulator
http://www.fupol.eu/en/news/skopje-bicycle-inter-modality-simulator

VeloRouter - Dual use bicycle path network designing and exploitation simulator

The multi agent-based bicycle path network and exploitation simulator (VeloRouter) is designed in the Repast
Symphony environment and uses OpenStreetMap spatial data. The product has dual applicability as it is adapted to
both the needs of municipalities and cyclists. Each agent is a cyclist or a group of cyclists that move on a chosen route
considering route load, traffic restrictions and the quality of the route.

VeloRouter provides municipalities with bicycle path discussion and geofencing opportunities by receiving feedback
from cyclists directly and by using semantic search tools on social networks.

VeloRouter user authentication and authorisation is ensured using social networks: Facebook, Linked-in, Twitter,
ResearchGate etc., given that cyclists are avid users of social technologies, whereas municipalities have the option to
use individual registration options.

VeloRouter has two blocks: municipality un cyclist. The municipality is interested in some basic question: Is the
offered cycling route map satisfactory? This is determined by summarizing potential comments during project
deliberations. The second question is: Which potential cycling route sections should be built first? (see Figure 4).
The cyclists want to know what the load of a route will be in certain meteorological conditions on a specific date, as
well as if the route is suitable for the group i.e. terrain etc. (see Figure 5)? Load MAS/ABM simulation provides
monitoring of bicycle path network development scenarios and change management capabilities. Busy route sections
are highlighted.
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The cyclist has the opportunity not only to send a message to the municipality, but also to publish his routes for
public discussion.

During VeloRouter usage a PostgreSQL database is continually and automatically updated. With each usage this
improves the quality of simulated load predictions. The database contains data entered by the municipality, which
was gathered during interviews in public events, supermarkets etc., geofencing data, which was added by cyclists
and other interested parties, as well as the planned routes of cyclists. Content is complemented by crowdsourcing
semantic search data from social networks.

VeloRouter is an interdisciplinary science product that simultaneously uses knowledge management and semantic
search methods, geofencing and crowdsourcing, advanced data visualization capabilities, as well as web-service and
multi-agent-based simulation (MAS/ABM) approaches, providing further software deployment on the Future
Internet environment.

Multi-agent based load simulation
It is preferable to pay attention to the MAS/ABM load simulation algorithm.

Initial data:
° Number of cyclists;
. Type of day (Working day, holiday, all days);

Start time (HH: mm interval);

. Weather probability (summer: April — September, winter: October - March),
o Summer day with precipitation (No, not likely, likely, yes),

o Summer day without precipitation (No, not likely, likely, yes),
o Winter day with precipitation (No, not likely, likely, yes),

o Winter day without precipitation (No, not likely, likely, yes);
. Route (Start and end points);

. Weather conditions (Specific date and hour),

o Temperature (C),

o Snow (mm),

o Rain (mm),

o Atmospheric pressure (hPa),

o) Wind,

Speed (m/s),
Direction (meteorological degrees).
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Output data:

] Route load per minute (data structure),

Route section (ID),

Day,

Minute,

Load;

Route section load in total over days(total) (data structure),
Route section (ID),

Day,

Load.

= O O O O

o O O

Simulation algorithm:

The basis is Occupancy data, which is entered from the municipality and exploitation views (“Load data” from the
input data list). Occupancy data contains the number of cyclists, which is considered the smallest entity. The entity
represents a specific cyclist who uses the roads. For each such cyclist an agent has to be created, which, based on
other attributes and input data, will participate in traffic at a specific time and day. Figure 6 shows the general
calculation algorithm from the Occupancy data point of view.

Occupancy data

Oocupancy Load V% Occu‘nncyl e

T data reading [ calculation | data wrkin%

Figure 6. Load simulation general model

The general load algorithm (see Figure 6) shows that data containing all Occupancy entries is read from a database
and they are all consecutively processed (subprocess "Load calculation"). When all Occupancy data entries are
processed, load data is saved to the database. Figure 7 contains a more detailed look on the "Load calculation" sub
process. To estimate the load of each route, initially the attributes of each cyclist are calculated (subprocess "Cyclist
parameters calculation") based on model input data.
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Figure 7. "Load calculation" subprocess expansion

When cyclist attributes are calculated, it is determined whether he will participate in traffic. The following conditions
are checked:
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] Is it an appropriate season to be cycling?

] Is it an appropriate day (working day / holiday) for the specific cyclist to be cycling?
] Is the weather appropriate for the specific cyclist to be cycling?
] Is road load adequate for the specific cyclist to be cycling?

If all these conditions are met, the cyclist participates in traffic and occupies route sections during a particular time
(specific hour and minute) based on the calculated attributes. Figure 8 shows the "Cyclist parameters calculation”
subprocess in more detail.
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Average Interest
velocity  +— forecastvs.
calculation load

R

Figure 8. "Cyclist parameters calculation" subprocess content

The following attributes are calculated for each cyclist:

= Route for the particular cyclist (the route calculation algorithm takes into account road restrictions);

] Cycling start time;

] Desire to cycle on a specific date (summer/winter, type of day);

Ll Desire to cycle in specific weather conditions (data import from the Weather Forecast service based on
date and time of day);

= Desire to cycle taking into account route load;

= Average speed.

The cycling route is calculated for each Occupancy entry during each load simulation session. If one Occupancy entry
consists of multiple cyclists, all take one route, but the time can vary. The route is recalculated each time to be up-
to-date based on the version of each route calculation algorithm, as for example road restrictions can change on a
daily basis.

The cycling route is calculated for each Occupancy entry during each load simulation session. If one Occupancy
entry consists of multiple cyclists, all take one route, but the time can vary. The route is recalculated each time to be
up-to-date based on the version of each route calculation algorithm, as for example road restrictions can change on
a daily basis.

Weather data is retrieved from the WeatherForecast service, which sends forecast information for the day by the
hour, therefore if cycling takes longer than an hour it is possible to simulate whether the trip has to be interrupted.
The MAS/ABM model verification does not rise problems, however validation depends on the capacity of data base
therefore it can be done later stages of the project.
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Conclusions

Simulation enables users to evaluate and predict possible outcomes to avoid voluntary decisions.

VeloRouter is one of the first simulators that takes into account municipality tasks, performs a social function and is
cyclist-friendly.

One of the most important preconditions for a precise forecast is qualitative and credible data selection, which is
usually realised using interviews and surveys, however survey confidence especially in sensitive segments is low.
Higher impartiality can be ensured using semantic search and data analysis possibilities in social networks.
Informative feedback is a precondition for every successful governance authority. VeloRouter enables this by offering
commenting and opinion aggregation capabilities.

Basically all cycling route designers offer route planning capabilities, however there are very few that propose route
load predictions for a route on a specific date taking into account meteorological conditions.

Agent-based simulation supports relatively precise load prediction so unpleasant incidents during a trip can be
limited.

VeloRouter enables continuous prediction update capabilities, which are determined by the amount and quality of
data in the database.

The software is based on open-source principles, therefore not only promoting dissemination of VeloRouter, but also
ensuring clean code and user security.

The main tasks for further development are the use of semantic analytics and displaying results in a manner that
corresponds to the user’s perception, as well as their virtualisation and VeloRouter integration into a unified
municipality information system.
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Abstract—Urban  transport  infrastructure nowadays
involves environmentally friendly modes of transport, the most
democratic of which is eycling. Citizens will use bicycles if a
reasonably designed cycle path scheme will be provided. Cyclists
also need to know the characteristics and load of the planned
route before the trip. Prediction can be provided by simulation,
but it is often necessary to use heterogeneous and distributed
models that require a specific communication environment to
ensure interaction. The article describes the easy
communication environment that is wused to provide
microservices communication and data exchange in a bicycle
route design and maintenance multi-level simulator.
architecture,

Keywords—simulation,  microservice

communication environment

easy

[.  INTRODUCTION

The development of processes in society and in the
economy is accelerating. The introduction of digital
technologies in all industries and in public life is changing the
way society lives. On the one hand, the processes are
becoming more transparent, but on the other hand, they are
more vulnerable and subject to external influences.
Development and introduction of technologies is non-linear,
since it is determined not only by the quality of technology,
but exclusively by social demand. The predictable result of
management is determined by many random factors and the
interaction between technical and social components.

Certain corrections are made by changes in the
environment. Today, almost any really functioning system is
sociotechnical, where technologies and social environment
are inseparable. Modelling such systems is complex and
expensive. The use of analytical methods leads to serious
simplifications in describing the functioning of the system.
Simulation is used to save funding and achieve a more
transparent and flexible result. Simulation allows to play
around different development scenarios and makes it easier
to design software, since the notation for describing the
simulation models takes a higher level of abstraction and
becomes closer to the perceptions of developers. Basically,
simulation is used to identify a development trend or forecast
but is rarely used to calculate an accurate result.

Since modern systems are heterogeneous, so are
simulation models. To achieve the result, it is necessary to
interconnect several different technologies of simulation,
data analytics [1] and a set of distributed software modules.
There are well-developed and widely used methods of
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providing communication and interaction of distributed
simulation models, for example, HLA [2].

However, in this case, one cannot do without special
knowledge in programming, which causes additional
problems and financial costs for stakeholders. The
communication environment presented by the authors in this
article is more accessible for modelers and provides the
necessary flexibility to implement rapid changes in the
architecture of the simulator.

The modern city and its transport system are a classic
example of a complex sociotechnical system with a multi-
level and distributed architecture. Considering the
functioning as the interaction of engineering and social
components can stimulate an increase in the productivity of
planning and system safety [3].

The authors of this article have been working on the
VeloRouter cycling map simulator in recent years., The
designing was based on findings of previous EU FP7 project
FUPOL [1]. VeloRouter users are municipal policy planners
and citizens, as it serves both infrastructure design and daily
travel planning.

The purpose of this article is to explain the fundamentals
of the Easy Communication Environment (ECE) and to show
its application to ensure the functioning of VeloRouter [5].

The following sections outline the basic assumptions,
concepts and functionality of both VeloRouter and the
proposed communication mechanisms based on the
microservices architecture.

II.  VELOROUTER — A SIMULATOR FOR PLANNING AND
OPERATING A NETWORK OF BIKE PATHS

Today, more than half of the world's population lives in
cities, with steady growth trends [6].

The rapid spread and development of technologies and
social media has led to the development of areas such as
urban analytics and participatory planning. Hence, more
thoughtful decisions can be made and promoted.

Four main urban planning objectives can be highlighted
[7]:

e Lively cities are achieved when citizens in the urban
space are free (o use certain transport routes and,
with the help of bicycles and similar means of
transportation, acquire the possibilities of free
movement and communication.



e Safety is achieved by reducing the number of
necessary heavy urban transport and the density of
the coverage.

o Sustainability is encouraged through “green
mobility”, that is, walking, cycling or more
environment friendly public transport.

e Reducing environmental pollution improves the
city's health. To achieve this is necessary to promote
movement on foot or by vehicles that do not use
fossil fuels.

The above basic principles determine the increase in the
share of green transport. One such means of transport is a
bicycle, the use of which requires adequate infrastructure.
The tracks can also be used by scooters and skaters. The
cycling route map must be complete and ensure movement
throughout the city, respecting the needs of the population.
However, financial constraints do not allow the construction
of quality roads in any part of the city. To respect these
limitations, cyclists must be directly involved in the planning
process (see Fig. 1).

the impact of the developing map of new routes. Existing
tools such as petitions.net, bikemap.net or mapmyride.com
cannot solve the above complex problems [5].

VeloRouter is a tool for the designing and operation of
urban bike paths, based on the participation of the population
and other stakeholders [8] (see Fig. 1).

There are three main stakeholder groups: municipalities,
infrastructure  developers and cyclists. The provided
advantages of VeloRouter are as follows:

e The statistics section of VeloRouter allows to
calculate and analyze the most popular travel routes.
Municipal professionals can get feedback from the
citizens and offer a new cycle path construction.

e Developers can use the digital twin of the cycling
infrastructure to predict depreciation and timely plan
the repair work.

e (yclists can proactively predict the load on the route
and participate in infrastructure development by
presenting and discussing their own and other
projects.

Suggestions and Alternatives
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Fig. 1. VeloRouter: Conceptual model of a system for planning and operating urban bike paths and routes.

In order to increase the share of cycling, the infrastructure
must be of enough quality. Possible routes must be connected
and well-lit at night. Required attributes are bicycle / scooter
rental, repair services and monitoring and coordination of the
transport network. For a successful trip, proactive route
planning must be ensured, which must respect the quality and
terrain of each segment. To temporarily plan the arrival at the
destination of the trip, it is necessary to predict the load of
certain sections of the route on different days of the week and
weather conditions.

At the same time, citizens do not have the appropriate
tools to effectively interact with decision-makers. There is no
feedback on the condition of the existing infrastructure and
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The VeloRouter simulator uses four basic data sets:
weather data, cycling route load data, traffic forecasts, and
infrastructure condition data.

Weather data consists of historical data and forecasts for a
possible trip. The cyclist can determine which weather
conditions are suitable for each of them. This helps to predict
the possible load on the route, that is, it is possible to find out
how many cyclists will be on one segment or route at a time.
The traffic service provides a forecast of traffic congestion on
the streets. The infrastructure data set includes information
on the technical characteristics and actual condition of each
cycle path. OpenStreetMap spatial data is used to build the
road network.



VeloRouter simulator has a multi-level heterogeneous
architecture. Although agent-based simulation in Repast
Symphony is mainly used, data exchange and
synchronization with discrete-event simulation must be
ensured. Sub-models” collaboration is implemented based on
microservices interaction.

[TI. EASY COMMUNICATION ENVIRONMENT

VeloRouter simulator is built on a microservice ECE
architecture. The communication mechanism of the micro-
service is based on the Advanced Message Queuing Protocol
(AMQP), which ensures the interaction of the elements of the
application set. In turn, the harmonization of data formats is
implemented by assistance of JavaScript Object Notation
(JSON). Such basic principles ensure the resilience of the
implemented solutions, that is, it is possible to replace
damaged and occupied micro-services in critical situations.
The implementation becomes independent of the
programming platform, because only the interface is
important. This facilitates the addition of functionality by the
introduction of new features. There is an opportunity to easily
create new links and interactions between sub-models by
designing larger network architectures [9].

The ECE communication mechanism is specified in A, B,
C, and D lanes (see Fig. 2).

1) A - ECE presentation lane. The essence of the
presentation lane is similar to the sixth level protocol of the
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Fig. 2. Stratification of the Easy Communication Environment.

ISO-7498 open systems Basic Reference Model. The main
task of A-lane is to harmonize data formats to ensure the
exchange of sub-models messages. The JSON language and
a harmonized data exchange message format are used. The
procedure for exchanging messages is determined by the
AMQP protocol.

2) B - ECE messaging control and transportation lane.
The protocol is responsible for transmitting messages in the
microservice architecture between the individual sub-models
that make up the simulator's task network.

The lower lane set of the ECE stratification within the
meaning of ISO-7498 describes the transport station.

The ECE model has a minimal set of standard messages.
The communication scheme is shown in Fig. 3 and Fig. 4.
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Any interaction begins with sending a Request message to the
respondent’s sub-model.

ECE communication events

Sub-module 1 Sub-module 2

Fig. 3. The sequence of communications in ECE.

{
“"type": "request",
"request_guid": "2fbec59a-7686-4196-9686-88aaff7ef3a5",
“service_guid": "9b@ae71lb-aeb6-42db-bbcf-2875cafb@a3a”,
"service_endpoint”: "closes_path",
"payload": {
"location_node_start": 847584,
"location_node_end": 234903
}
1

Fig. 4. Formation of the message Request.

Each simulation sub-model works in parallel and
autonomously until it receives a Request from another sub-
model. The interrupt called by the request is processed and
the respondent sub-model sends a Response message. To
consider a session established, the initiator responds with an
Acknowledgment message. In this way, an asynchronous
handshake procedure is implemented.

For the successful implementation of two or more sub-model
interactions, all lanes of the ECE communication model must
be involved. Fig. 5 shows in detail the lane cooperation to
ensure the exchange of messages between two objects in the
ECE environment.
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Fig. 5. Message broker use for interaction between the two sub-models.

The message transport and monitoring protocol AMQP [10]
provides message registration and queue processing, as well
as message routing in the ECE environment. One of the
reasons for using AMQP is the high delivery confidence and
resilience of the mechanism [11]. Confidence is considered
appropriate if the mechanism complies with the procedures
set out in the second level of quality of service (QoS) [12].



The basic level allows to save resources of communication
session time, however, does not guarantee safe and reliable
communication. The message is sent but not acknowledged
[13]. Such a mechanism is possible if the messages are
insignificant and informative, such as announcements or
advices, but this approach is not applicable if each message
initiates actions that are important for the functioning of the
system. Such a mechanism could be used in broadcasting
systems, but it would not be useful to invest resources in
sending a message to a specific respondent without asking
him to reply.

Although the second level of QoS is considered sufficient in
the ECE ideology, there are serious doubts as to whether such
a mechanism can be used in simulation models that need to
work in real time, such as automatic guided vehicle
positioning on the route.

3) C — ECE messaging library. The main task of the
library is to harmonize the simulation model notation with
JSON and AMQP to ensure interaction with the brokerage
mechanism. It is the broker who is responsible for delivering
each message to the correct respondent.

4) D - Sub-models. Sub-models provide the
implementation of specific simulation algorithms, whose
common interaction determines the overall simulation result.
Distributed simulators are built in this way [15]. With this
approach, sub-models are allocated to specific domains, i.e.
load balance management, parallelization of the modeling
process, etc. Communication is critical to maintaining
distributed modeling and achieving the primary goal of
modeling.

The ECE communication model in the VeloRouter
simulator is used to ensure cooperation between both
simulation sub-models and real services. The cyclist has
proactively prepared the planned travel route in appropriate
weather conditions, if the load and quality of the bicycle paths
meet the wishes of the group of riders. However, road repairs
may take place at any time, as well as changes in weather
conditions, which cause changes in the load and quality of the
previously simulated route. In this case, the load simulation
sub-model interacts with other VeloRouter services using
both historical and on-line data, while the ECE mechanism
provides simulator services interaction.

The above approach ensures the reliability and
transparency of data exchange between respondents of the
ECE architecture.

IV. CONCLUSIONS

Designing and operating a multimodal and sustainable
urban transport system is challenging. The use of simulation
helps to achieve the desired result. However, the
heterogeneous structure of tasks determines the distributed
architecture of the simulator, which also consists of several
interacting sub-models.

The communication environment of the VeloRouter -
urban cycling modeling and operation system is built based
on microservices. Microservices allow to separate the
performance of different functions, as well as facilitate
maintenance and prototyping. To ensure distributed
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simulation sub-models interaction reliability and scalability
the ECE communication and data exchange mechanism is
based on JSON data formats and the AMQP protocol. The
present architecture can subsequently be used to build
communication systems for other distributed simulators, the
operation and modification of which are implemented
without the participation of software engineers.
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Abstract

The rapid and pervasive development of digital technologies not only affects but determines the life of society and the economy,
as well as changing our living models. Today, society can be described as a complex socio-technical system, the model of which
is heterogeneous, stochastic, and the results are therefore difficult to predict. To simulate the functioning of such a system, a
distributed and heterogeneous model is needed. However, the designing of such simulation models is difficult due to the lack of
easy-to-use communication tools that are not laborious and do not require specific software engineering knowledge from the
modeler. The article explains the Easy Communication Environment (ECE) architecture and functionality that has been developed
and validated over time, changing implementation stack but keeping the basic idea of designing a communication environment
unchanged. The ECE methodology developed by the authors provides the modeler, who does not have specific skills in software
engineering, the ability to design distributed and heterogeneous simulation models, as well as to ensure their interaction. The
content of the article will be useful both for researchers and professionals in various fields who need to use simulation for the
analysis of complex systems.

Keywords: Distributed simulation; Easy Communication Environment; High-Level Architecture; Simulation technologies

The size of the global digital transformation market

1. Introduction

Digital technologies have become the cornerstone of
our society and economy. The quality of these
technologies determines our well-being and living
conditions. The market for digital technologies is
growing at immeasurable speed and volume. There is a
digital transformation of our lives, where digital
technologies are changing not only industry, but also
our behaviour and communication patterns. The
penetration of artificial intelligence (AI) and
development of Big Data analytics, cloud computing,
mobile technologies, business intelligence and Internet
of Things (IoT), as well as the global and pervasive
impact of social media have a significant impact on our
life.

in 2023 was $880.28 billion, but it is expected that it
reaches $1,070.43 billion in 2024. The market growth is
characterized by a compound annual growth rate of
about 27.6%. Projections suggest that the size of the
digital transformation market will reach $4,617.78
billion by 2030 (Grand View Research, 2024).

The existence of society today can be described as a
sociotechnical system, the sustainability of which
depends on the development of the sustainability of
digital technologies. The stochastic nature of digital
technology, which includes a hidden set of influences
(Ginters and Revathy, 2021), as well as a pervasive
nature, has the most diverse and unexpected impacts
on the development of society, the economy, and the
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environment, as well as on the daily life of everyone.

The number of resources available and explored by
mankind is decreasing, climate changes are taking
place, the life cycle of technologies is shortening, Al
tools are creating both a positive effect and have a
negative impact on society. The above determines the
increasing relevance of the need for reasonable
forecasts. In turn, the development of a reliable
forecast and the validation of various scenarios require
modeling of the problem.

The model of a sociotechnical system is a simplified
reflection of objective reality, however, respecting the
high proportion of stochastic influence factors, it
remains complex. Complex problems cannot be
explained by primitive and/or homogeneous patterns.
The model of a real sociotechnical system is
heterogeneous and usually requests for different
simulation technologies use. If, for example, discrete-
event simulation allows for good modeling of processes
related to queues and delays, but it is better to use
agent-based models (ABM) to study the behaviour and
interaction of individual objects, then the overall
changes will be better specified by system dynamics
simulation equations. If also the sections of applied
data processing and analysis must be added, then a
heterogenous distributed modeling system must be
designed and exploited.

In 2012, when conducting an analysis of distributed
simulation platforms and tools, the authors (Aizstrauts
et al., 2012) found that the number of options is very
limited with Distributed Interactive Simulation (DIS),
High-Level Architecture (HLA), Common Object
Request Broker Architecture (CORBA), or customizable
web service-based solutions, but there are practically
no universal and easy to use tools for designing
distributed simulation systems models.

And even today, nothing fundamental has changed.
Separate sufficiently fast communication tools Robot
Operating  System (ROS) and Lightweight
Communications and Marshalling (LCM) have
emerged, which were created for real-time robotics
applications, and the situation has forced modelers to
use those to somehow compensate for the lack of tools
needed to design distributed models. (Xu et al., 2021).
Also, the development of IoT has contributed to the
development of special device-device communication
tools such as IoTivity (Xu et al., 2021). However, these
tools serve poorly to provide heterogeneous model
collaboration. A ray of hope was the protocol and
standard Data Distribution Service (DDS) (OMG, 2015)
created by Object Management Group for real-time
distributed operational systems. However, these are
only instructions and guidelines to achieve model
interoperability, but to bring the recommendations to
life, the author of each model will have to invest serious
time and software engineering resources.

It must be honestly acknowledged that the still
dominant tool to ensure the interaction of simulation

158

models is the High-Level Architecture (HLA), which
was created by the US Department of Defence back in
1995 (Dahmann, Fujimoto and Weatherly, 1997), but it
is also supplemented, improved and widely used in the
civilian sectors (Jabbour, Possik and Zacharewicz,
2023; Possik, 2021). In fact, HLA has become the
standard solution for providing distributed models
interoperability. One of the main drawbacks of HLA
was and still is ""Standard is too "heavy", i.e. very complex,
difficult to learn and thus time consuming to adopt and
use" (Strassburger, Schulze and Fujimoto, 2008), and
without good skills in software engineering its use is
impossible.

The use of the above-mentioned solutions requires
well financial justification, since high level software
engineering knowledge is untypical for representatives
of other industries who are aimed at creating
distributed problem-oriented models. So, for
professionals in other industries, this path to creating
a distributed model is still closed, or it is necessary to
attract software engineering specialists who will have
to translate the insights and regularities of the
industry. So, the life cycle of this model will most likely
end with a loss of interest from the software
engineering specialist. Moreover, the licensing terms
of commercial tools will impose an additional financial
burden on further distribution of the designed model.

To address the above problem, simulation
environment developers incorporate  multiple
simulation technologies at the same time, which makes
it possible to construct heterogeneous models, such as
AnyLogic (Borshchev, 2014). However, the question
remains how to integrate models already created
earlier from other simulation environments, such as
FlexSim (Wang, Wang and Zhang, 2022), NetLogo
(Wilensky and Rand, 2015) and STELLA (Dissanayake,
2016), etc., as well as provide a link to the subsystems
of data analysis.

There is an urgent need for a tool that would enable
modelers to make the previously impossible possible,
and to allow industry professionals with basic
knowledge in information technology and modeling to
create distributed heterogenous simulation models
themselves, without the involvement of coders and
additional financial expenses.

If the modeler works with ABM, then he has at least
a minimal understanding of object-oriented
programming. If the modeler uses discrete-event
tools, then he has knowledge of statistical processing
of data and understands probabilities. If the modeler
develops system dynamics models, then he is familiar
with differential equations. That is, he has enough
knowledge to create a distributed and heterogenous
simulation model using Easy Communication
Environment (ECE), which has been developed and
improved since 2008 (Aizstrauts et al., 2012).

The aim of the article is to discuss the Easy
Communication Environment (ECE) concept, which



provides heterogeneous and distributed simulation
models design capabilities to any specialist in other
fields with appropriate knowledge in modeling.

The audience of the article is researchers and
industry professionals engaged in the modeling of
processes and phenomena, as well as designers of data
processing systems who want to create distributed data
processing and exchange systems. The authors'
approach could also be of interest to designers of digital
twins.

In Section 2, the authors review the development of
ECE, starting with the first attempts to replace HLA
with CORBA and similar solutions used in software
engineering, and ending with the design of an HLA
alternative. Section 3 of the article analyzes the
structural architecture and functionality of ECE, while
Section 4 examines a specific application example and
various issues related to the use of ECE.

2. State of the art

In 2007, the authors conducted research on Ligatne
Natural Trails, which is part of the Gauja National Park
(Ginters and Silins, 2007). In a limited area, moose,
deer, wild boar, wolves, bears, and other
representatives of the national fauna live there in a
natural environment. In order not to damage natural
resources, the sightseeing places connect pedestrian
tourist trails. However, for the convenience of lazy
visitors, an asphalt road has been arranged, for which
private cars can move along a certain route and order,
since there is a parking lot next to each sight. The
question of the research was, what is the permissible
load on the natural resource, so that the damage caused
by visitors does not lead to irreversible consequences
and the resource is able to recover at a certain time
interval?

It was necessary to create a discrete-event model
that provides an analysis of the movement of cars to
understand how large parking spaces should be
allocated and how equipping them with WC and other
should be carried out. The model was implemented in
the Extend Suite environment and served as a data
source for the second ABM model in the NetLogo
environment, which assessed the regenerative capacity
of the natural resource.

Then the question arose, how to ensure the
interoperability of models? An analysis of existing
distributed simulation support mechanisms was
carried out. DIS and HLA were found to be usable.
However, the implementation of an interoperability
mechanism between the models in the HLA was
laborious and complex. It became clear that designing
distributed models using the tools HLA and similar is
impossible without good knowledge of software
engineering, and for nature researchers this path is
closed.

The authors continued looking for distributed
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simulation communication tools that are usable to
other industry professionals (Ginters, Silins and
Andrusaitis, 2007).

An analysis of the suitability of the Aggregate Level
Simulation Protocol (ALSP), CORBA, The Foundation
for Physical Intelligent Agents (FIPA) and HLA was
carried out. Special attention was paid to the CORBA
mechanism, whose Object Request Broker (ORB) was
used to ensure communication between Extend Suite
and NetLogo models. Simulation environments
extension modules C++ (Extend Suite) and Java
(NetLogo) were implemented. The solution provided
models communication, unfortunately, change
management without serious software engineering
knowledge was impossible.

In 2008, the adaptation of the CORBA ORB
mechanism for distributed simulation continued
(Ginters and Silins, 2008a), however, the low CORBA
performance, which affected the modelling quality,
began to cause problems.

The authors (Ginters and Silins, 2008b) returned to
performance measurements and made comparisons
between CORBA and HLA communication mechanisms.
The suspicions were confirmed as the length of the
message packets increased, significant HLA
advantages over CORBA began. It was decided that the
use of CORBA in distributed simulation is
unsustainable.

In 2010, the authors published a solution (Silins,
Ginters and Aizstrauta, 2010) that eased access to the
HLA federation. The solution was based on the
Communication Adapter, which provided a link
between the simulation model and HLA. The adapter
was created as part of the HLA environment and
interpreted the HLA data in a format that was
understandable by the simulation model. The
communication adapter listened to the models and
accumulated the sent messages in the data storage.
Another model that needed the data could read them
from the data storage on demand. At the same time,
data storage provided time synchronization options.
Each simulation environment required a library to
interact with the adapter. Cooperation between the
simulation tool and adapter was initiated by requests in
XML format. In conformity with the model parameters
the adapter generated the Federation Object Model
(FOM), which allowed to connect to the HLA federation.
However, this adapter should have been easy enough to
manage since the parameters of the simulation models
are variable. The implementation of this requirement
turned out to be more complicated than it seemed at
first glance, as it provoked corresponding changes in
the chain of compatibility with HLA. Thus, the first
version of Easy Communication Environment (ECE)
was born.

In 2011, the improvement of the first version of ECE
continued, working on supplementing the simulation
tools Communication library. An intermediate
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Communication Gateway was created that provided the
data exchange among Communication Adapters prior
to connection to the HLA environment (Aizstrauts,
Ginters and Aizstrauta, 2011). The improvement
reduced the modeler's workload by creating HLA-
based distributed simulation models.

Since the first versions of the ECE were based on the
presence of HLA, the search for more suitable
communication environments, architectures,
protocols, and message data formats continued
(Ginters et al., 2011).

The authors attempted to apply the ideology of ISO
OSI 7498 in distributed simulation, creating the
Simulation Highway concept as a multi-layered open
architecture. The Simulation Highway was formed by
the set of simulation cells, but the distributed
simulation task was accomplished by the inclusion of
appropriate simulation cells in the task chain. The
requirements for specific software engineering skills
were eased, as high-level languages such as SimAL and
SimQL were allowed for modeling requests in
accordance with the client-server approach. However,
the communication backbone was still the HLA. In
addition, the implementation of Simulation Highway
required very significant resources. After a self-
assessment of the sustainability development of
Simulation Highway, the authors abandoned this idea.

In 2012, the FP7 project No0.287119 FUPOL was
launched. In the framework of the project, the
development of several heterogeneous simulators was
carried out both for the design of the zoning of the
public park in Zagreb, the forecasting of the occupancy
of tourist facilities and the planning of the bicycle route
network of the city of Skopje (Ginters et al., 2014).

The FUPOL project was the next step of ECE
development (Aizstrauts et al., 2012), as it made it
possible to validate the quality of the previously
developed ECE version. To implement and test
response time boundary intervals in a territorially
distributed model, the ECE was deployed in a virtual
computing environment of Amazon Elastic Compute
Cloud (EC2), while simulation model management was
done with Remote Desktop Protocol (RDP). In this
version of the ECE and in the future, the authors
abandoned the use of HLA, expanding the functionality
of the previously designed Communication Gateway.

One of the main tasks of FUPOL project was to create
a simulation-based support mechanism for policy
decision-making. The consortium conducted an
analysis of more than 60 generic and problem-oriented
simulation tools, which confirmed earlier suspicions
that most problem-oriented simulation environments
are closed, and it is not possible to attach external
models. Unfortunately, closed environments usually
offer limited functionality that did not provide an
implementation of heterogeneous distributed models.

The basic concept of the FUPOL simulator was
developed (Aizstrauts et al., 2013), where Fuzzy
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Cognitive Maps and Colored Petri Networks were used
at the higher level of design, while simulation models
were implemented in RePast Symphony. However,
STELLA, a system dynamics simulation environment,
was used to simulate system changes over time. Data
processing and analysis were implemented in Python.
The data was stored in PostgreSQL base. To improve the
visualization of the results and facilitate the
management of the modeling sessions, the NetLogo
environment was used, because the visualization
mechanism of the RePast Symphony was rather poor.
Data exchange in FUPOL simulation subsystem was
provided by the ECE. To ensure an interoperability with
other FUPOL systems an ECE alignment with the
Enterprise Service Bus was designed. The FUPOL
project provided excellent validation opportunities for
the ECE concept.

One of FUPOL's use cases where the ECE
environment was validated was the Skopje Bicycle
Routes Simulator (Aizstrauts et al., 2015). Simulator
was aimed to provide route choices for cyclists,
depending on the load on the route, the quality of the
pavement and infrastructure, as well as meteorological
conditions. Here the ECE had to ensure interoperability
between NetLogo, RePast and Python.

The analysis of several Message Brokers was carried
out, recognizing as the most promising RabbitMQ,
which was subsequently used as an ECE component.
The Advanced Message Queuing Protocol (AMQP) was
used by simulation model to communicate with the
Message Broker. Henceforth the authors of the ECE
abandoned the use of any clouds for communication
needs, which did not provide a guaranteed response
time and raised doubts about the timeline of the
simulation session. The FUPOL validation results
replenished the ECE set of requirements, and
specifically, not only the convenience of the modeler is
important, but also the universality of the
communication environment.

In the following a prototype of the cycle route
planning tool Velorouter was created (Aizstrauts et al.,
2020). The research was initiated by previous FUPOL
results and FP7 FLAG-ERA FuturICT 2.0 (2017-2020)
project. Velorouter users had the ability to develop their
own routes, as well as recommend them to the
municipality, providing feedback through ticketing,
which is a basic rule for the development of sustainable
management and control.

Here, for the first time, the multi-layer architecture
of the ECE was presented and the functionality of each
layer was defined. Based on the universality and
compatibility requirement, the ECE communication
and data exchange mechanism was based on JSON data
formats and the AMQP protocol disclaiming further use
of XML.

The ECE versions were validated in several national
and international research projects:



No. 2006/11 “Simulation Tools EXTEND and
NetLogo use for Ecosystems Analysis” funded by
the Latvian Ministry of Education and Science.

No. 2007/1-17/26 “Communication Environment
of Hybrid Simulation Systems” funded by the
Latvian Ministry of Education and Science.
No.2DP/2.1.1.2.0/10/APIA/VIAA/001 “Support for
preparation of IST FP7 STRE project “Simulation
Highway”” funded by ERDF.

FP7 No.287119 FUPOL , Future Policy Modelling”
funded by European Commission.

FP7 FLAG-ERA FuturICT 2.0 (2017-2020) 'Large
scale experiments and simulations for the second
generation of FuturICT" funded by European
Commission.

The research results were validated and used in the
study course '"Sociotechnical Systems Modeling"
(Vidzeme University of Applied Sciences and Riga
Technical University). Research results have been
reported at 15 international conferences.

The ECE's multi-layer architecture and a description
of the functionality will be discussed below.

3. Methodology

The structural and functional description of the Easy
Communication Environment explains the basic
principles of architecture and layer interoperability.
3.1. Structural Model of Easy Communication
Environment

The Easy Communication Environment (ECE) is a
versatile and user-friendly communication tool. The
primary goal is to facilitate communication between
diverse simulation models. Additionally, it aims to be

user-friendly for distributed simulation model
designers, even those with limited software
engineering knowledge.

Easy Communication Environment's structural
multi-layer model has an open system architecture
based on the basic building principles of OSI ISO 7498
(Ginters et al., 2011) and Dijkstra machines (Dijkstra,
1968).

The ECE structural model (1) (see Figure 1) consists
of four layers, each of which is responsible for specific
and functional tasks - ECE framework messaging
protocol (A), ECE framework notation layer (B), ECE
framework messaging library (C) and Simulation sub-
model (D).

ECE framework is determined by

ECE = (A,B,C,D) (1)

where

A - ECE framework messaging protocol. Messaging
protocol consists of two functional parts — message
transportation and message carrier format.
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Figure 1. ECE structural model.

For message transportation ECE uses Advanced
Message Queuing Protocol (AMQP) protocol. It is an
open standard application layer protocol for message-
oriented middleware. The defining features of AMQP
are message orientation, queuing, routing (including
point-to-point and publish-and-subscribe) and
reliability (Naik, 2017). Reliability is one of the core
features of AMQP, and it offers two preliminary levels
of Quality of Service (QoS) for delivery of messages —
“At most once” and “At least once”.

ECE uses “At most once” service level, the recipient
does not acknowledge receipt of the message. Data
storage functionality is implemented at ECE
architecture abstraction layer C. For the message
carrier ECE uses JSON data format.

ECE combines AMQP and JSON to deliver
sophisticated communication architecture that is
highly reliable and easy maintainable. AMQP ensures
that message is delivered to the right client/subscriber
(and resilience) and JSON allows to transmit
complicated data that can be parsed and understood by
most of the programming languages.

B — ECE framework notation layer. Notation layer is one
of the highest levels in ECE communication
architecture. This layer ensures that each node (sub-
model) under-stands each other and speaks the same
language. ECE notation is based on JavaScript Object
Notation (JSON) data format and requires three fields
for the message:

- tick - represents simulations time when this
message has been sent.
- datatype — describes what type of data has been

sent.
- data — the data to send to other simulation
models.

C - ECE framework messaging library. Messaging library
is custom built software that integrates into modelling
toolkit, simulation suits, etc. as extensions or plugins.
The abstraction layers of the ECE architecture are
generic and open, so it is possible to develop such
extensions/plugins for different simulation tools
independently.

The ECE messaging library (C-layer) includes the
basic functions that enable interoperability with the D-
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layer (see Table 1).

Table 1. ECE messaging library (C-layer).

Function Description

init Initialises the connection to AMQP server.

Close Closes the connections to AMQP server.

isConnected Returns the status of the connections to
AMQP server.

Subscribe Subscribes to communications topic. Will
receive and store all the messages that are
sent to that topic.

Unsubscribe Unsubscribes from topic, will not receive
any messages to this topic and purges all
messages that were received before.

sendString Sends String type message to specific
topic.

sendInteger Sends Integer type message to specific
topic.

sendDouble Sends Double type message to specific
topic.

sendBoolean Sends Boolean type message to specific
topic.

getStringData Returns String data for specific topic at
specific tick.

getIntegerData Returns Integer data for specific topic at
specific tick.

getDoubleData Returns Double data for specific topic at
specific tick.

getBooleanData Returns Boolean data for specific topic at
specific tick.

getLastStringData Returns String data for specific topic with
the latest (largest) tick.

getLastIntegerData  Returns Integer data for specific topic with
the latest (largest) tick.

getLastDoubleData Returns Double data for specific topic with
the latest (largest) tick.

getLastBooleanData  Returns Boolean data for specific topic
with the latest (largest) tick.

getLastTick Returns the latest (largest) tick for specific

topic.

D - Simulation sub-model. Sub-model is any program or
algorithm that consumes or produces any data. Such
sub-model uses API of extensions/plugin from C-layer
to send or receive data from other models. To ensure
mutual interoperability of two or more simulation
models (D-layer) and data exchange during the
session, a chain of cooperation between ECE layers is
established (see Figure 1).

The next chapter will explain
communication algorithm in more detail.

the ECE

3.2. Functionality and Implementation

The interoperability of the ECE A, B, C and D-layers is
shown in the BPMN2 diagram (see Appendix A),
demonstrating the collaboration between the two
simulation models (D-layer). The processes occurring
in each layer during the simulation session proceed in
parallel. Parallel processes exchange messages and
signals, and a process that occurs in one layer can
initiate and/or affect another process in the other layer.
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The ECE initialization operation is activated at the
D-layer "Simulation sub-model" by sending a signal to
the C-layer "ECE framework messaging library". If the
model wants to send data, then the appropriate library
in the C-layer is called. If the model does not have any
data to be transmitted, and the simulation session is
over, then a signal is sent that stops the plug-in of the
model in the C-layer.

C-layer processes are activated by a signal that is
received from the D-layer simulation model. Upon
receiving a signal about the launch of the simulation
session, the C-layer provides a connection to the AMQP
server. If a data message is received from the D-layer,
then a raw data object is created from it, which is
transferred to the B-layer "ECE framework notation
layer". Receiving a data object activates the B-layer,
where the message is transformed in the JSON data
format, and then the message is sent back to the C-
layer. After that the message in JSON format is sent to
the AMQP server on the A-layer "ECE framework
messaging protocol". If the C-layer has not received a
signal about the end of the simulation session, then the
process of sending data continues, otherwise the
connection to the AMQP server is interrupted. The A-
layer is activated by data message received from the C-
layer. The message is recorded to an AMQP storage
queue corresponding to a specific data topic. At the
same time, the AMQP server broadcasts a queued data
message.

The sent message receives/process the model whose
topic it is needed. In the C-layer of the other simulation
model, the received AMQP message is converted to
internal raw format and recognized, but then converted
to JSON format again in B-layer and sent back to C-
layer, where the message is stored in topic local
storage. If the process is not interrupted by a signal
received from the D-layer about the end of the
simulation session, then it is divided in two directions
- arequest to read data from the D-layer is pending and
a signal to subscribe to topic is expected at the same
time. The data object in the internal format is then sent
to the simulation model (D-layer), while the message
in JSON format goes to the queues in the A-layer, which
correspond to the relevant topic and are deployed in the
AMQP storage.

4. Results and Discussion

The extract from FUPOL's cycling route planning
heterogeneous and distributed simulation model,
where communication is provided by the ECE, is
discussed below.

The task of the distributed and heterogenous model
is to simulate the load in different segments of the
route, so that the cyclist can combine the route that
suits him.

It is not the full model of Skopje network simulation,
but its middleware, which is aimed to show the use of
the ECE.



The model concept map (see Figure 2) includes

simulator objects that provide the necessary
functionality.
Communication
subscribe subscribe
send

send

ubscribe
NetLogo

send S
RePast
Loud simulation -

Weather conditions

Control and
Visualization

Figure 2. Simulator concept map.

Segments load simulation is provided by RePast
agent-based model. Weather data is coming from the
Python part, while simulator control and information
visualization are implemented in the NetLogo
environment.

All simulator sub-models are connected to the ECE,
which provides communication and data exchange
options. Models and requests to libraries make layer D
of the ECE. Each model specification (D-layer) includes
commands that ensure that notifications/data are sent
and received (subscribe/send/get).

The task of the modeler is to embed the appropriate
commands in the model specification. ECE parts A, B
and C are not the subject of interest to the modeller.

Causal loop diagram (CLD) (see Figure 3) describes
the concept of simulator functionality.

&e‘i‘“ a
influence - change

Calendar Timetable

affect\A

select
prescrlbe

Figure 3. Causal loop diagram of route planning.

The simulator helps to the cyclist in selecting right
segments of travel route. The selection of segment is
influenced by meteorological conditions, which can
impair the quality of the path surface. On the other
hand, in bad weather, the load on routes decreases due
to a decrease in the number of cyclists. Route load is
affected by the season (winter, summer) and calendar
(weekdays and holidays), during which the number of
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cyclists increases/decreases. The load affects the choice
of a particular route segment, since the profiles of the
cyclist are different and determined by the set of
attributes: skills, type of bike, age, presence of children
in the group, size of the group, etc. Each selection
increases the number of cyclists on the segment, which
in turn leads to an increase in load. The increase in loud
reduces the probability of route selection in further
iterations. The initial conditions of the simulation
session are adjusted with real load data creating a
balanced system.

Simulation workbench (see Figure 4) is
implemented in NetLogo and ensures control and
visualization options. The user interface has three
compartments Control, Map visualization and
Results.

* NetLogo — fupol {[Usersfartis)
Interface  Info  Code

normal speed ."m i I

: 8 Settings.

ticks: 3072

| simutation c

=

Change simulation date

Py

7

P

Number of cyclists on the road

Number of cyclists

Road 1=3, 2=b, 3=, 4=d, S=¢, =f.

Figure 4. Simulation model workbench.

Setup button initializes model and ECE
communication, that is, defines global variables and
subscribe for ECE session. In this case all the global
values will be received from other models via ECE. ECE
Netlogo plugin instance (C-layer) will asynchronously
receive data for each of these subscribed topics and
store it locally with specific timestamp (tick from the
message itself) (see Figure 5).

The C-layer libraries at the beginning of the
simulation session must connect to ECE AMQP server.
It is done with commands ece: init, in this case
connection is to localhost.

Go button start/stop simulation process. Starting
time and selected travel date are manually adjustable.
Time is defined as minute of 24 hours, but date is
consecutive day of year.

User can define the bicycle lane coverage and
infrastructure quality with drop-down menus
(ROAD_i). In this model, the user simulates the load on
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six segments of a possible route. The map shows four
starting points/destinations (P,, P, P; and P,), bicycle
lanes among these points are split into six edges or
segments (a, b, ¢, d, e, and f). Lane load is simulated in
RePast for each segment separately.

extensions [ece]
globals[
last_temperature
last_wind
last_precipitation
new_cyclist_data
last_new_cyclist_data_tick
]

to setup_ece
ece:init "localhost”
ece:subscribe "FUPOL_SIMULATION weather_temp"
ece:subscribe "FUPOL_SIMULATION_weather_wind"
ece:subscribe "FUPOL_SIMULATION_weather_precip"
ece:subscribe "FUPOL_SIMULATION_new_cyclist_agent"
end

Figure 5. NetLogo Setup implementation.

The Results compartment displays the possible
weather conditions provided by Python part for the
selected day and time (precipitation, wind speed and
temperature) and shows a bar chart representing the
potential load for each segment simulated. According
to the load results, the cyclist can decide to include this
segment in his route or reject it.

NetLogo model software (D-layer), includes

requests for C-layer libraries (see Figure 6).

extensions [ece]
globals[last_temperature last wind last_precipitation new_cyclist_data
last_new_cyclist_data_tick]

to setup_ece
ece:init "localhost"
ece:subscribe "FUPDL_SIL!ULATION_‘.\'CJthcr_tcmp"
ece:subscribe "FUPOL_SIMULATION weather_wind"
ece:subscribe "FUPOL_SIMULATION_weather_precip"
ece:subscribe "FUPOL_SIMULATION_new_cyclist_agent”

end

to send_time_and_date
ece:sendNumber "FUPOL_SIMULATION_time" ticks MinuteOfTheDay
ece:sendNumber "FUPOL_SIMULATION_date" ticks DayOfTheYear

end

to send_road_configuration
ece:sendNumber "FUPOL_SIMULATION_road_a" ticks ROAD_a
ece: sendNumber "FUPOL_SIMULATION_road_b" ticks ROAD_b
ece:sendNumber "FUPOL_SIMULATION_road_c" ticks ROAD_c
ece:sendNumber "FUPOL_SIMULATION_road_d" ticks ROAD_d
ece:sendNumber "FUPOL_SIMULATION_road_e" ticks ROAD_e
ece:sendNumber "FUPOL_SIMULATION_road_f" ticks ROAD_f
end
to get_last_weather_data
set last_temperature ece:getLastNumberData "FUPOL_SIMULATION_weather_temp"
set last_wind ece:getLastNumberData "FUPOL_SIMULATION weather_wind"
set last_precipitation ece:getlLastNumberData "FUPOL_SIMULATION weather_precip"
end
to get_new_cyclist_data
if last_new_cyclist_data_tick '= ece:getLastTick("FUPOL_SIMULATION_new_cyclist_agent")|[
set new_cyclist_data ece:getlastStringData("FUPOL_SIMULATION_new_cyclist_agent")
set last_new_cyclist_data_tick ece:getLastTick("FUPOL_SIMULATION_new_cyclist_agent")
]

end

Figure 6. NetLogo model D-layer specification.

Weather simulation is developed in Python
programming language. ECE library (C-layer) provides

Python ECE class collection (D-layer) with functions to
communicate via ECE framework. The main purpose of
this model is to broadcast the weather conditions for
travel date and time.

Load simulation is implemented in RePast
Symphony according to a previously validated
algorithm (Ginters, Aizstrauts et al., 2016). RePast C-
layer library is designed in generic pattern and can be
implemented in any Java application. The user's D-
layer includes requests for C-layer libraries, such as
NetLogo and Python.

And now a little about challenges and problems. In the
example considered, to access the ECE, the task of the
modeler is to include D-layer commands in the sub-
model code, while the higher layers of the ECE are
responsible for the rest of the communication. If the
modeler has sufficient knowledge to prepare NetLogo,
RePast, or other simulation model code, then he will
have sufficient skills to incorporate the necessary ECE
commands. The level of complexity is not even
comparable to those software engineering skills
required for HLA use.

The performance of the distributed model is
determined by the model’s interoperability algorithm
designed by the modeler, while ECE provides only
communication tube. The same can be said for HLA.
The exciting question would be, which of the
communication environments HLA or ECE has higher
performance?

Since ECE is based on AMQP, which is one of the
fastest protocols, the possible latency associated with
ECE operation will be lower than in an HLA
environment. AMQP is significantly faster than HTTP,
so if the modeler deploys the simulations on the web
environment, then ECE will not be the reason for the
delay.

Is AMQP fast enough for real-time applications
when a modeler creates digital twins for real-time
control of IoT objects? IoT applications usually use
more primitive protocols, such as Message Queue
Telemetry Transport (MQTT), because shorter data
messages are used to control the technical system. If
ECE will be based on the MQTT protocol, then its use for
heterogeneous systems design would be severely
limited. However, the RabbitMQ stack also includes
MQTT, so customizing ECE wouldn't be a problem.

In recent years, the term "digital twins" has become
popular, which describes a simulation model working
in parallel with the controlled object. The simulation
model receives data from the external environment and
simulates the operation of a real object. The peculiarity
is that the result of modeling must be achieved in real
time, otherwise an error is detected. This is nothing
new, because successfully working simulation models
that control real physical objects were tested back in
the late 90s. For example, Alexander Verbraeck of Delft
University of Technology demonstrated to the authors
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the Automatic Guided Vehicle (AGV), which
transported flowers through underground tunnels
between Schiphol Amsterdam and Flower Auction
(Versteegt and Verbraeck, 2002). The CORBA
environment was used. This was a very interesting
example, since it was problematic in underground
tunnels to provide control feedback, so the possible
location of the AGV was calculated by a simulation
model that worked in real time. Could the ECE be used
here? Of course, because CORBA and ECE performance
are similar, but the convenience of applying ECE is
significantly better.

HLA is rarely used in real-time applications. The
cornerstone of HLA is not maximum performance, but
safety. HLA provides callback functions that reside in
each federate, which increases safety and the load of
computing resources, which in turn causes delays in
communication. The ECE broadcasting mechanism is
simpler and therefore faster.

ECE will provide the modeler with reasonable
timeliness, scalability, modularity, safety, and
performance parameters, however, if the modeler
wants to design distributed simulation systems that
support human life-critical functions, and
programming in C++ does not cause any problems,
then it would still be more reasonable to use the old, the
well-tested, standardized, heavy, inconvenient,
complex and expensive HLA mechanism.

Still, attempts to humanize HLA and replace it with
Service Oriented Architecture (SOA) in critical
simulation applications have failed (Iagaru, 2022).

5. Conclusions

The sociotechnical systems that permeate our society
and industry are complex because they are influenced
by many different stochastic factors, of which human
effect is the most significant and least predictable. To
check scenarios of the development of various
situations and the possible consequences of our
actions, simulation is used. Analytical solutions in
conditions of high uncertainty and real -time, when the
system evolves during a modeling session, are not
sufficiently usable. Modeling of the behaviour and
interaction of individual objects using analytical
approach are especially difficult.

Complex processes and phenomena cannot be
specified by homogeneous simulation models. Patterns
become distributed and heterogeneous. A major
problem is ensuring the exchange of data between
these models and coordinating their operation over
time.

This is amazing, but still distributed simulation uses
HLA, which is not possible to modelers without specific
knowledge and good skills in software engineering.

This is a problem that slows down adequate policy
decision-making and analysis of various scenarios of
development in any industry, as it becomes dependent
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on the coding skills of third parties. In addition, part of
the model knowledge usually disappears in translation.

A second option remains, to use one of the
multifunctional but closed simulation environments
and hope that this environment will be sustainable and
versatile, and with a long enough life cycle.

Over 17 years, the authors have developed and
validated the Easy Communication Environment (ECE)
data exchange environment for distributed and
heterogeneous simulation, which is accessible to
professionals in other industries without specific
software engineering skills.

A stack of flexible protocols and data formats has
been designed, the changes of which do not cause
problems in running simulation models. Multi-layer
open architecture provides interoperability of various
simulation technologies.

The advantages of ECE are its application not only in
the development of distributed simulation models, but
also in the provision of software subsystems
interoperability, so ECE audience is not only
researchers and modelers, but also developers of
distributed data processing systems.

When developing the ECE communication
mechanism, the authors deliberately did not use
message confirmation, which creates a delay in
information exchange. Therefore, ECE is not
recommended for simulating systems with specific
safety requirements.

The concept and functionality of the ECE have been
validated in several national and European
Commission funded projects, while research results
have been published in various sources and announced
at international conferences.

For the time being, ECE lacks methodological and
training materials, as well as not having a large enough
library of simulation tools, however, the authors will
continue to work on the preparation of these
deliverables. The next step of ECE will be connecting
heterogeneous simulation models to a Bayesian
network to support cyber threat forecasting for
individual nodes connected to the data transmission
network.
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Appendix A. BPMN2 diagram of ECE layer interactions

The diagram describes the send/receive operations between two simulation models, looking at the macro-level
interoperability of the ECE layers implemented at both ends of one and the other model.
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Appendix A. BPMN2 diagram of ECE layer interactions (continuation)
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